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Nonlinear Dynamics and Systems Theory, 9 (1) (2009) 1–10

A Comparison in the Theory of Calculus of Variations

on Time Scales with an Application to the Ramsey

Model

F.M. Atici ∗ and C.S. McMahan

Department of Mathematics, Western Kentucky University, Bowling Green, KY 42101, U.S.A.

Received: March 28, 2008; Revised: December 20, 2008

Abstract: The purpose of this paper is to provide a comparison between the
existing results on the calculus of variations with the ∆ and ∇ operators on time
scales. We will also prove the theorems pertaining to free boundary conditions,
for dynamic models missing one or both end points conditions. To illustrate
our results we shall use a well known Ramsey model and an adjustment model
in economics.

Keywords: time scales; calculus of variations; nabla derivative; delta derivative;

dynamic model.

Mathematics Subject Classification (2000): 39J05, 49J15, 91B50, 91B62.

1 Introduction

The theory of calculus of variations on time scales has been developed in two directions,
one with the ∆ operator and one with the ∇ operator. It is possible to write one derivative
in terms of the other derivative operator on time scales under certain continuity assump-
tions [4, Theorem 8.49]. On the other hand, it is not always possible to optimize the
dynamic model on time scales by using the deterministic optimization method, namely
calculus of variations, since the theory has been developed, to the authors’ knowledge, for
functionals of the form

∫

[a,b]∩T
L(t, y(σ(t)), y∆(t))∆t and

∫

[a,b]∩T
N
(

t, y(ρ(t)), y∇(t)
)

∇t.

As a result of this, here are some questions which need to be answered.
• Which is more advantageous using the ∆ or ∇ derivative in dynamic modelling ?

∗ Corresponding author: ferhan.atici@wku.edu

c© 2009 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/www.e-ndst.kiev.ua 1



2 F.M. ATICI AND C.S. MCMAHAN

• Does there exist a dynamic model which can be formed with the ∆ and ∇ operators,
solved and compared ?

The aim of this paper is to answer these questions by illustrating some familiar discrete or
continuous models from economics. The reader may find the papers [1, 2, 5, 6] interesting
to see the development of the theory and some nice applications. We will start with listing
two main theorems, one is obtained by Bohner in [5] for the ∆ operator and the other
one is obtained by Atıcı, Biles and Lebedinsky in [1] for the ∇ operator.

Let T be a time scale which is nonempty closed subset of reals R. We refer to the
books by Bohner and Peterson for further reading on time scales [3, 4].

Assume that L(t, u, v) for each t ∈ [σ(a), σ2(b)] ⊆ T is a class C2

∆
function of (u, v).

Let y ∈ C1

∆
[a, σ2(b)] with y(σ(a)) = A, y(σ2(b)) = B, where

C1

∆
[a, σ2(b)] = {y : [a, σ2(b)] → R | y∆ is continuous on [a, σ2(b)]κ}.

Theorem 1.1 If a function y(t) provides a local extremum to the functional

J [y] =

∫ σ2
(b)

σ(a)

L(t, y(σ(t)), y∆(t))∆t

where y ∈ C2

∆
[a, σ2(b)] and y(σ(a)) = A and y(σ2(b)) = B, then y must satisfy the

Euler-Lagrange equation

Lyσ(t, yσ, y∆) − L∆

y∆(t, yσ, y∆) = 0 (1)

for t ∈ [a, σ(b)]κκ.

Assume that N(t, u, v) is a class C2

∇
function of (u, v) for each t ∈ [ρ2(a), ρ(b)] ⊆ T.

Let y ∈ C1

∇
[ρ2(a), ρ(b)] with y(ρ2(a)) = A, y(ρ(b)) = B, where

C1

∇
[ρ2(a), ρ(b)] = {y : [ρ2(a), ρ(b)] → R | y∇ is continuous on [ρ2(a), ρ(b)]κ}.

Theorem 1.2 If a function y(t) provides a local extremum to the functional

J [y] =

∫ ρ(b)

ρ2(a)

N
(

t, y(ρ(t)), y∇(t)
)

∇t

where y ∈ C2

∇

[

ρ2(a), ρ(b)
]

and y(ρ2(a)) = A, y(ρ(b)) = B, then y must satisfy the
Euler-Lagrange equation

Nyρ

(

t, yρ, y∇
)

− N∇

y∇

(

t, yρ, y∇
)

= 0 (2)

for t ∈ [ρ(a), b]κκ.

The plan of this paper is as follows. In Section 2, we will introduce the Ramsey model
[7] on time scales and write the model with the ∇ and ∆ derivatives, respectively. We
will then solve each model using the Euler-Lagrange equations (1) and (2). We shall
then compare the solutions of each model on T = R and T = hZ. In Section 3, we shall
state the free boundary conditions for the dynamic model which is missing one or two
end-point conditions. We shall illustrate our results with an adjustment model [8].
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2 The Ramsey Model

In this section, we study the Ramsey model which determines the behavior of sav-
ing/consumption as the result of optimal inter temporal choices by individual households.
Before writing the model on time scales we will present its discrete and continuous ver-
sions so that one can see how the time scale model unifies its discrete and continuous
counterparts.

Discrete Model:

We maximize the Ramsey model which is

T−1
∑

t=0

(1 + p)−tU [Ct]

subject to initial wealth W0 that can always be invested for an exogeneously-given certain
rate of yield r; or subject to the constraint

Ct = Wt −
Wt+1

1 + r
, (3)

or

max[Wt]

T−1
∑

t=0

(1 + p)−tU

[

Wt −
Wt+1

1 + r

]

,

where the quantities are defined as

Ct — consumption,
p — discount rate,
Ut — instantaneous utility function,
Wt — production function.

The Euler-Lagrange equation for the discrete model is as follows

r − p

1 + r
U ′[C(t)] + ∆[U ′[C(t)]] = 0.

Continuous Model:

We maximize the Ramsey model

∫ T

0

e−ptU [C(t)]dt

subject to
C(t) = rW (t) − W ′(t) (4)

or

max[W (t)]

∫ T

0

e−ptU [rW (t) − W ′(t)]dt.

The Euler-Lagrange equation is as follows
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(r − p)U ′[C(t)] + [U ′[C(t)]]′ = 0.

Let’s now develop two formulations of the time scale Ramsey model, in order to employ
both the nabla and delta calculus of variations.

The Ramsey Model with the Nabla Derivative:

Consider the constraint (4) for the continuous case which can be rewritten as

C(t) = −ert[e−rtW (t)]′. (5)

Now consider the discrete constraint (3) which can be rewritten as

Ct−1 = −(1 + r)t−1∇

[

W (t)

(1 + r)t

]

. (6)

Using the new formulations (5) and (6), of the continuous and discrete constraints, a
generalization can be made in order to develop the time scale constraint

C(ρ(t)) = − [ê−r(ρ(t), 0)]−1 [ê−r(t, 0)W (t)]∇ .

Then by taking the nabla derivative of [ê−r(t, 0)W (t)] the following is obtained

C(ρ(t)) = − [ê−r(ρ(t), 0)]
−1
[

ê∇−r(t, 0)W (ρ(t)) + ê−r(t, 0)W∇(t)
]

= − [(1 + ν(t)r)ê−r(t, 0)]
−1
[

−rê−r(t, 0)W (ρ(t)) + ê−r(t, 0)W∇(t)
]

.

Then by distributing through by − [(1 + ν(t)r)ê−r(t, 0)]
−1

the constraint for the nabla
version of the Ramsey model is obtained

C(ρ(t)) =
rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r
.

The Ramsey model with the nabla derivative is

max[W (t)]

∫ ρ2
(T )

ρ2(0)

ê−p(ρ(t), 0)U

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

]

∇t. (7)

Note that this model includes the discrete case and the continuous case as special cases.
First we derive the Euler-Lagrange equation using Theorem 1.2. In this model,

N(t, W ρ, W∇) = ê−p(ρ(t), 0)U

[

rW ρ

1 + ν(t)r
−

W∇

1 + ν(t)r

]

so we obtain the following dynamic equation

ê−p(ρ(t), 0)U ′

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

](

r

1 + ν(t)r

)

+

[

ê−p(ρ(t), 0)U ′

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

](

1

1 + ν(t)r

)]∇

= 0.

Then by substituting C(ρ(t)) in for
r

1 + ν(t)r
W (ρ(t))−

1

1 + ν(t)r
W∇(t) the following is

obtained
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ê−p(ρ(t), 0)U ′ (C(ρ(t)))

(

r

1 + ν(t)r

)

+

[

ê−p(ρ(t), 0)U ′ (C(ρ(t)))

(

1

1 + ν(t)r

)]∇

= 0.

Then by using the product rule and by taking the nabla derivative of the nabla expo-
nential function we have

[

U ′ (C(ρ(t)))

(

1

1 + ν(t)r

)]∇

=
p(1 − ν∇(t)) − r

(1 + ν(t)r)(1 + ν(ρ(t))p)
U ′ (C(ρ(t))) ,

where we assume that ν is a nabla differentiable function, note that ν is not necessarily
nabla differentiable in general.

We let α(t) :=
1

1 + ν(t)r
. Then again using the product rule the following is obtained

α(ρ(t)) [U ′ (C(ρ(t)))]
∇

+ α∇(t) [U ′ (C(ρ(t)))] =
p(1 − ν∇(t)) − r

(1 + ν(t)r)(1 + ν(ρ(t))p)
U ′ (C(ρ(t)))

which is the same as

[U ′ (C(ρ(t)))]
∇

=

(

p(1 − ν∇(t)) − r − α∇(t)(1 + ν(t)r)(1 + ν(ρ(t))p)

(1 + ν(t)r)(1 + ν(ρ(t))p)α(ρ(t))

)

U ′ (C(ρ(t))) ,

then by substituting
1

1 + ν(ρ(t))r
in for α(ρ(t)) and rearranging the following is obtained

[U ′ (C(ρ(t)))]
∇

U ′ (C(ρ(t)))
=

(

(

p(1 − ν∇(t)) − r
)

(1 + ν(ρ(t))r) + ν∇(t)r(1 + ν(ρ(t))p)

(1 + ν(t)r)(1 + ν(ρ(t))p)

)

(8)

for t ∈ [ρ2(0), ρ2(T )]κκ.

The Ramsey Model with the Delta Derivative:

Consider the constraint for the continuous case (4) which can be rewritten as

C(t) = −ert[e−rtW (t)]′. (9)

Now consider the discrete constraint (3) which can be rewritten as

Ct = −(1 + r)t−1∆

[

W (t)

(1 + r)t−1

]

. (10)

Using the new formulations (9) and (10), of the continuous and discrete constraints, a
generalization can be made in order to develop the time scale constraint

C(t) = −[ê−r(ρ(t), 0)]−1[ê−r(ρ(t), 0)W (t)]∆.

Then by taking the delta derivative of [ê−r(ρ(t), 0)W (t)] the following is obtained,

C(t)=−[ê−r(ρ(t), 0)]−1

[

−r(1 + ν(t)r) + rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
ê−r(ρ(t), 0)W (σ(t))+ê−r(ρ(t), 0)W∆(t)

]

,

where ν is assumed to be a delta differentiable function. Then by distributing through
by −[ê−r(ρ(t), 0)]−1 the constraint for the delta version of the Ramsey model is obtained
which is
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C(t) =

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

]

.

The Ramsey model with the delta derivative is

max[W (t)]

∫ T

0

ê−p(t, 0)U

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

]

∆t. (11)

Note that this model includes the discrete and continuous model as special cases. First
we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

L(t, W σ, W∆) = ê−p(t, 0)U

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W σ − W∆

]

so we obtain the following dynamic equation

ê−p(t, 0)U ′

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

](

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)

)

+

[

ê−p(t, 0)U ′

(

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

)]∆

= 0.

Then by substituting C(t) in for
r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t))−W∆(t), using the prod-

uct rule and taking the delta derivative of the nabla exponential we have

[U ′(C(t))]
∆

U ′(C(t))
=

(rν∆(t) − r(1 + ν(t)r))(1 + µ(t)p) + p(1 + µ(t)r)(1 + ν(t)r)

(1 + µ(t)r)(1 + ν(t)r)
(12)

for t ∈ [0, T ]κκ.
We will end this section by comparing the solutions of the two models (7) and (11).

The first comparison of the two solutions, (8) and (12), will be made where T = R. The
solution (8) obtained from the Ramsey model with the nabla derivative becomes

[U ′ (C(t))]
′

U ′ (C(t))
= p − r

for t ∈ [0, T ]. The solution (12) obtained from the Ramsey model with the delta derivative
becomes

[U ′ (C(t))]
′

U ′ (C(t))
= p − r.

for t ∈ [0, T ]. So when T = R the two solutions are the same.
The next comparison will be made where T = hZ. The solution to the Ramsey model
with the nabla derivative and T = hZ is as follows

∇[U ′(C(ρ(t)))]

U ′(C(ρ(t)))
=

p − r

1 + hp
.

Then by taking the indicated backward difference we have

U ′(C(ρ(t))) =
1 + hp

1 + hr
U ′(C(ρ(ρ(t))))
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for t ∈ [− 1

h
, T − 3

h
]. The solution to the Ramsey model with the delta derivative and

T = hZ is as follows

∆[U ′(C(t))]

U ′(C(t))
=

p − r

1 + hr
.

Then by taking the indicated forward difference we have

U ′(C(σ(t))) =
1 + hp

1 + hr
U ′(C(t))

for t ∈ [ 1

h
, T − 1

h
].

3 Free Boundary Conditions

In this section, we will form an adjustment model with ∆ derivative on time scales.
The Euler-Lagrange equation turns out to be a second order dynamic equation which
currently has no closed solution. So to circumvent this issue we will consider a time
scale T = {[0, 6) ∩ h1Z} ∪ {[6, 14) ∩ h2Z} ∪ {[14, 30]∩ h3Z} where h1 = 1, h2 = 0.5, and
h3 = 0.001 in order to solve and compare the obtained solution and the desired target
solution.

Discrete Model:

We want to minimize the dynamic model of adjustment

J [y] =

T
∑

t=1

rt[α(y(t) − y(t))2 + (y(t) − y(t − 1))2],

where y(t) is the output state variable, r > 1 is the exogenous rate of discount, y is the
desired target level (which for the purposes of this paper we will consider two cases which
are that y is either linear or exponential), and T is the horizon. The first component of
the loss function above is the disequilibrium cost due to deviations from the desired target
and the second component characterizes the agent’s aversion to output fluctuations. The
Euler-Lagrange equation for the discrete model is as follows

ry(t + 1) − (r + α + 1)y(t) + y(t − 1) + αy(t) = 0.

Continuous Model:

We want to minimize the dynamic model of adjustment

J [y] =

∫ T

0

e(r−1)t[α(y(t) − y(t))2 + (y′(t))2]dt.

The Euler-Lagrange equation becomes

y′′(t) + (r − 1)y′(t) − αy(t) + αy(t) = 0.

Time Scales Model:

The time scale model which we wish to minimize is
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J [y] =

∫ ρ(T )

σ(0)

er−1(σ(t), 0)[α(y(σ(t)) − y(σ(t)))2 + (y∆(t))2]∆t.

Note that this model includes the discrete case and the continuous case as special cases.
First we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

L(t, y(σ(t)), y∆(t)) = er−1(σ(t), 0)[α(y(σ(t)) − y(σ(t)))2 + (y∆(t))2],

so we obtain the following dynamic equation

er−1(σ(t), 0)[2α(y(σ(t))−y(σ(t))]−2[er−1(σ(t), 0)]∆y∆(σ(t))−2er−1(σ(t), 0)y∆∆(t) = 0.

Then using the identity e∆

r−1
(σ(t), 0) = (r−1)(µ∆(t)+1)er−1(σ(t), 0), where µ is assumed

to be a delta differentiable function, we have

er−1(σ(t), 0)[2α(y(σ(t)) − y(σ(t))] − 2(r − 1)(µ∆(t) + 1)[er−1(σ(t), 0)y∆(σ(t))
−2er−1(σ(t), 0)y∆∆(t) = 0,

then dividing through by −2er−1(σ(t), 0) the equation simplifies to

y∆∆(t) + (r − 1)(µ∆(t) + 1)y∆(σ(t))) − αy(σ(t)) + αy(σ(t)) = 0.

This model differs from others that have been studied in the literature since there is
no constraint or boundary condition. Next we derive the free boundary conditions and
then apply the results to this adjustment model.

Theorem 3.1 If

J [y] =

∫ σ2
(b)

σ(a)

L(t, y(σ(t)), y△(t))△t,

where y ∈ C2[a, σ2(b)] and y(σ(a)) = A, has a local extremum at y(t), then y(t) satisfies
the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ, y(σ(a)) = A and y(t) satisfies the condition

(σ2(b) − σ(b))Lyσ(σ(b), y(σ2(b)), y△(σ(b))) + Ly△(σ(b), y(σ2(b)), y△(σ(b))) = 0 (13)

Proof As in the proof of Theorem 1.1, J1[h] = 0 for all h ∈ C1[σ(a), σ2(b)] with
h(σ(a)) = 0. While getting Euler-Lagrange equation, if we use h(σ(a)) = 0, we get

∫ σ2
(b)

σ(a)

{Lyσ(t, yσ, y△) − L
△

y△(t, yσ, y△)}hσ(t)△t

+{(σ2(b) − σ(b))Lyσ (σ(b), y(σ2(b)), y△(σ(b)))
+Ly△(σ(b), y(σ2(b)), y△(σ(b)))}h(σ2(b)) = 0

for all h ∈ C1[σ(a), σ2(b)] . The conclusion of the theorem follows. 2

Theorem 3.2 If

J [y] =

∫ σ2
(b)

σ(a)

L(t, y(σ(t)), y△(t))△t,
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where y ∈ C2[a, σ2(b)] and y(σ2(b)) = B, has a local extremum at y(t), then y(t) sat-
isfies the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ, y(σ2(b)) = B and y(t) satisfies the
condition

Ly△(σ(a), y(σ2(a)), y△(σ(a))) = 0. (14)

In a similar way, we have the following theorem.

Theorem 3.3 If y(t) is a local extremum for J [y] where y ∈ C2[a, σ2(b)], then y(t)
satisfies the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ and the conditions (13) and (14).

Figure 3.1: Linear case.

Figure 3.2: Exponential case.

So we have that the free boundary conditions for this model are y∆(σ(a)) = 0 and
y∆(σ(b)) = hα[y(σ2(b))− y(σ2(b))]. We will now illustrate the optimized solution of this
problem for a time scale where T = {[0, 6)∩h1Z}∪{[6, 14)∩h2Z}∪{[14, 30]∩h3Z} where
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h1 = 1, h2 = 0.5, and h3 = 0.001. This is accomplished by considering the optimized
solution to be the following piecewise defined function

y(t) =











y1(t) if t ∈ [1, 6),

y2(t) if t ∈ [6, 14),

y3(t) if t ∈ [14, 30 − 0.002],

being optimized on the three separate intervals. Figures 3.1 and 3.2 are the graphs of
the linear and exponential case with r = 1.9, α = 4, b = 0.25, and v = 4 whose target
functions are y(t) = vt + b and y(t) = eb(t, 0).

4 Concluding Remarks

The techniques of modelling with dynamic equations on time scales are not widely used
in economics. This may be due to the view that ordinary differential equations and differ-
ence equations are sufficient for modelling most interesting events in economy. However,
economists encounter situations in which discrete and continuous models do not capture
all the essential features of the events. In this sense, modelling with dynamic equations
on time scales provides a more “complete” model for events at all level of time domains.

In Section 2, a well-known Ramsey model of economics has been used to illustrate that
it is possible to write a model in economics with ∆ operator as well as with ∇ operator.
The existing theory, theory of calculus of variations on time scales, allows us to solve both
models and compare the obtained solutions on time scales R and hZ. Our calculations
show that the solutions are exactly the same on certain time scales. In Section 3, we
studied a model of economics where we cannot use both derivative operators. This is due
to the fact that the theory of calculus of variations on time scales is very much a work
in progress. At this time, the adjustment model can be solved if it is modelled with ∆
operator only.
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Sidi Bel Abbès, Algérie
2 Department of Mathematics, Baylor University, Waco, Texas 76798-7328 USA
3 Department of Mathematics, University of Ioannina, 451 10 Ioannina, Greece

Received: February 6, 2008; Revised: December 19, 2008

Abstract: Values of λ1, . . . , λn are determined for which there exist pos-
itive solutions of the iterative system of dynamic equations, u∆∆

i (t) +
λiai(t)fi(ui+1(σ(t))) = 0, 1 ≤ i ≤ n, un+1(t) = u1(t), for t ∈ [0, 1]T, and
satisfying the boundary conditions, ui(0) = 0 = ui(σ

2(1)), 1 ≤ i ≤ n, where T

is a time scale. A Guo-Krasnosel’skii fixed point theorem is applied.

Keywords: time scales; boundary value problem; iterative system of dynamic equa-
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1 Introduction

Let T be a time scale with 0, σ2(1) ∈ T. Given an interval J of R, we will use the interval
notation,

JT := J ∩ T.

We are concerned with determining values of λi, 1 ≤ i ≤ n, for which there exist
positive solutions for the iterative system of dynamic equations,

u∆∆

i (t) + λiai(t)fi(ui+1(σ(t))) = 0, 1 ≤ i ≤ n, t ∈ [0, 1]T,

un+1(t) = u1(t), t ∈ [0, 1]T,
(1)

satisfying the boundary conditions,

ui(0) = 0 = ui(σ
2(1)), 1 ≤ i ≤ n, (2)

where
∗ Corresponding author: Johnny Henderson@baylor.edu
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(A) fi ∈ C([0,∞), [0,∞)), 1 ≤ i ≤ n;

(B) ai ∈ C([0, σ(1)]T, [0,∞)), 1 ≤ i ≤ n, and ai does not vanish identically on any
closed subinterval of [0, σ(1)]T;

(C) Each of fi0 := lim
x→0+

fi(x)

x
and fi∞ := lim

x→∞

fi(x)

x
, 1 ≤ i ≤ n, exists as a positive real

number.

There is a great deal of research activity devoted to positive solutions of dynamic
equations on time scales; see, for example [1, 3, 4, 5, 8, 10, 14]. This work entails an
extension of the paper by Chyan and Henderson [9] to eigenvalue problems for systems
of nonlinear boundary value problems on time scales, and also, in a very real sense, an
extension of the recent paper by Benchohra, Henderson and Ntouyas [7]. Also, in that
light, this paper is closely related to the works by Li and Sun [27, 29].

On a larger scale, there has been a great deal of study focused on positive solutions of
boundary value problems for ordinary differential equations. Interest in such solutions is
high from both a theoretical sense [11, 13, 21, 24, 31] and as applications for which only
positive solutions are meaningful [2, 12, 25, 26]. These considerations are formulated
primarily for scalar problems, but good attention also has been given to boundary value
problems for systems of differential equations [6, 15, 16, 17, 18, 19, 20, 22, 23, 28, 30, 32].

The main tool in this paper is an application of the Guo-Krasnosel’skii fixed point
theorem for operators leaving a Banach space cone invariant [13]. A Green’s function
plays a fundamental role in defining an appropriate operator on a suitable cone.

2 Some preliminaries

In this section, we state the well-known Guo-Krasnosel’skii fixed point theorem which
we will apply to a completely continuous operator whose kernel, G(t, s), is the Green’s
function for

−y∆∆ = 0,

y(0) = 0 = y(σ2(1)).

Erbe and Peterson [10] have found,

G(t, s) =
1

σ2(1)







t(σ2(1) − σ(s)), if t ≤ s,

σ(s)(σ2(1) − t), if σ(s) ≤ t,

from which
G(t, s) > 0, (t, s) ∈ (0, σ2(1))T × (0, σ(1))T, (3)

G(t, s) ≤ G(σ(s), s) =
σ(s)(σ2(1) − σ(s))

σ2(1)
, t ∈ [0, σ2(1)]T, s ∈ [0, σ(1)]T, (4)

and it is also shown in [10] that

G(t, s) ≥ kG(σ(s), s) = k
σ(s)(σ2(1) − σ(s))

σ2(1)
, t ∈

[

σ2(1)

4
,
3σ2(1)

4

]

T

, s ∈ [0, σ(1)]T, (5)

where

k = min

{

1

4
,

σ2(1)

4(σ2(1) − σ(0))

}

.
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We note that an n-tuple (u1(t), . . . , un(t)) is a solution of the eigenvalue problem (1), (2)
if, and only if

ui(t) = λi

∫ σ(1)

0

G(t, s)ai(s)fi(ui+1(σ(s)))∆s, 0 ≤ t ≤ σ2(1), 1 ≤ i ≤ n

and
un+1(t) = u1(t), 0 ≤ t ≤ σ2(1),

so that, in particular,

u1(t) = λ1

∫ σ(1)

0

G(t, s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

λ3

∫ σ(1)

0

G(σ(s2), s3)a3(s3) · · · ×

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u1(σ(sn)))∆sn

)

· · ·∆s3

)

∆s2

)

∆s1.

Values of λ1, . . . , λn, for which there are positive solutions (positive with respect to a
cone) of (1), (2), will be determined via applications of the following fixed point theorem
[13].

Theorem 2.1 Let B be a Banach space, and let P ⊂ B be a cone in B. Assume Ω1

and Ω2 are open subsets of B with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2, and let

T : P ∩ (Ω2 \ Ω1) → P

be a completely continuous operator such that, either

(i) ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω1, and ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω2, or

(ii) ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω1, and ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω2.

Then T has a fixed point in P ∩ (Ω2 \ Ω1).

3 Positive solutions in a cone

In this section, we apply Theorem 2.1 to obtain solutions in a cone (that is, positive
solutions) of (1), (2). Assume throughout that [0, σ2(1)]T is such that

ξ = min

{

t ∈ T| t ≥
σ2(1)

4

}

and

ω = max

{

t ∈ T| t ≤
3σ2(1)

4

}

both exist and satisfy
σ2(1)

4
≤ ξ < ω ≤

3σ2(1)

4
.

Next, let τi ∈ [ξ, ω]T be defined by
∫ ω

ξ

G(τi, s)a(s)∆s = min
t∈[ξ,ω]T

∫ ω

ξ

G(t, s)ai(s)∆s.
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Finally, we define

l = min
s∈[0,σ2(1)]T

G(σ(ω), s)

G(σ(s), s)

and let

m = min{k, l}. (6)

For our construction, let B = {x | x : [0, σ2(1)]T → R} with supremum norm, ‖x‖ =
sup{|x(t)| : t ∈ [0, σ2(1)]T}, and define a cone P ⊂ B by

P =

{

x ∈ B | x(t) ≥ 0 on [0, σ2(1)]T and min
t∈[ξ,σ(ω)]T

x(t) ≥ m‖x‖

}

.

We next define an integral operator T : P → B, for u ∈ P , by

Tu(t) = λ1

∫ σ(1)

0

G(t, s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

λ3

∫ σ(1)

0

G(σ(s2), s3)a3(s3) · · · × (7)

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

· · ·∆s3

)

∆s2

)

∆s1.

Notice from (A), (B) and (3) that, for u ∈ P , Tu(t) ≥ 0 on [0, σ2(1)]T. Also, for
u ∈ P , we have from (4) that

Tu(t) ≤ λ1

∫ σ(1)

0

G(σ(s1), s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

λ3

∫ σ(1)

0

G(σ(s2), s3)a3(s3) · · · ×

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

· · ·∆s3

)

∆s2

)

∆s1.

so that

‖Tu‖ ≤ λ1

∫ σ(1)

0

G(σ(s1), s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

λ3

∫ σ(1)

0

G(σ(s2), s3)a3(s3) · · · × (8)

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

· · ·∆s3

)

∆s2

)

∆s1.
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Next, if u ∈ P , we have from (5), (6) and (8),

min
t∈[ξ,σ(ω)]T

Tu(t)

= min
t∈[ξ,σ(ω)]T

λ1

∫ σ(1)

0

G(t, s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

· · · fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

· · ·
)

∆s2

)

∆s1

≥ λ1m

∫ σ(1)

0

G(σ(s1), s1)a1(s1)f1

(

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2) ×

×f2

(

· · · fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

· · ·
)

∆s2

)

∆s1

≥ m‖Tu‖.

Consequently, T : P → P . In addition, the standard arguments can be used to verify
that T is completely continuous.

By the remarks in Section 2, we seek suitable fixed points of T belonging to the cone P .

For our first result, define positive numbers L1 and L2 by

L1 := max
1≤i≤n

{

[

m

∫ ω

ξ

G(τi, s)ai(s)∆sfi∞

]−1
}

,

and

L2 := min
1≤i≤n







[

∫ σ(1)

0

G(σ(s), s)ai(s)∆sfi0

]−1






,

where we recall that G(σ(s), s) = σ(s)(σ2
(1)−σ(s))

σ2(1)
.

Theorem 3.1 Assume conditions (A), (B) and (C) are satisfied. Then, for

λ1, . . . , λn satisfying

L1 < λi < L2, 1 ≤ i ≤ n, (9)

there exists an n-tuple (u1, . . . , un) satisfying (1), (2) such that ui(t) > 0 on (0, σ2(1))T,

1 ≤ i ≤ n.

Proof. Let λj , 1 ≤ j ≤ n, be as in (9). And let ǫ > 0 be chosen such that

max
1≤i≤n

{

[

m

∫ ω

ξ

G(τi, s)ai(s)∆s(fi∞ − ǫ)

]−1
}

≤ min
1≤j≤n

λj

and

max
1≤j≤n

λj ≤ min
1≤i≤n







[

∫ σ(1)

0

G(σ(s), s)ai(s)∆s(fi0 + ǫ)

]−1






.

We seek fixed points of the completely continuous operator T : P → P defined by (7).
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Now, from the definitions of fi0, 1 ≤ i ≤ n, there exists an H1 > 0 such that, for each
1 ≤ i ≤ n,

fi(x) ≤ (fi0 + ǫ)x, 0 < x ≤ H1.

Let u ∈ P with ‖u‖ = H1. We first have from (4) and the choice of ǫ, for 0 ≤ sn−1 ≤
σ(1),

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

≤ λn

∫ σ(1)

0

G(σ(sn), sn)an(sn)fn(u(σ(sn)))∆sn

≤ λn

∫ σ(1)

0

G(σ(sn), sn)an(sn)(fn0 + ǫ)(u(σ(sn)))∆sn

≤ λn

∫ σ(1)

0

G(σ(sn), sn)an(sn)∆sn(fn0 + ǫ)‖u‖

≤ ‖u‖

= H1.

It follows in a similar manner from (4) and the choice of ǫ that, for 0 ≤ sn−2 ≤ σ(1),

λn−1

∫ σ(1)

0

G(σ(sn−2), sn−1)an−1(sn−1) ×

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

∆sn−1

≤ λn−1

∫ σ(1)

0

G(σ(sn−1), sn−1)an−1(sn−1)∆sn−1(fn−1,0 + ǫ)‖u‖

≤ ‖u‖

= H1.

Continuing with this bootstrapping argument, we reach, for 0 ≤ t ≤ σ2(1),

λ1

∫ σ(1)

0

G(t, s1)a1(s1)f1(· · · fn(u(σ(sn)))∆sn · · · )∆s1 ≤ H1,

so that, for 0 ≤ t ≤ σ2(1),
Tu(t) ≤ H1,

or
‖Tu‖ ≤ H1 = ‖u‖.

If we set
Ω1 = {x ∈ B | ‖x‖ < H1},

then
‖Tu‖ ≤ ‖u‖, for u ∈ P ∩ ∂Ω1. (10)

Next, from the definition of fi∞, 1 ≤ i ≤ n, there exists H2 > 0 such that, for each
1 ≤ i ≤ n,

fi(x) ≥ (fi∞ − ǫ)x, x ≥ H2.
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Let

H2 := max

{

2H1,
H2

m

}

.

Let u ∈ P and ‖u‖ = H2. Then

min
t∈[ξ,σ(ω)]T

u(t) ≥ m‖u‖ ≥ H2.

Consequently, from (5) and the choice of ǫ, for 0 ≤ sn−1 ≤ σ(1),

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

≥ λn

∫ ω

ξ

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

≥ λn

∫ ω

ξ

G(τn, sn)an(sn)(fn∞ − ǫ)(u(σ(sn)))∆sn

≥ mλn

∫ ω

ξ

G(τn, sn)an(sn)∆sn(fn∞ − ǫ)‖u‖

≥ ‖u‖

= H2.

It follows similarly from (5) and the choice of ǫ that, for 0 ≤ sn−2 ≤ σ(1),

λn−1

∫ σ(1)

0

G(σ(sn−2), sn−1)an−1(sn−1) ×

×fn−1

(

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

)

∆sn−1

≥ mλn−1

∫ ω

ξ

G(τn−1, sn−1)an−1(sn−1)∆sn−1(fn−1,∞ − ǫ)‖u‖

≥ ‖u‖

= H2.

Again, using a bootstrapping argument, we reach

Tu(τ1) = λ1

∫ σ(1)

0

G(τ1, s1)a1(s1)f1(· · · fn(u(σ(sn)))∆sn · · · )∆s1 ≥ ‖u‖ = H2,

so that ‖Tu‖ ≥ ‖u‖. So, if we set

Ω2 = {x ∈ B ||x‖ < H2},

then
‖Tu‖ ≥ ‖u‖, for u ∈ P ∩ ∂Ω2. (11)

Applying Theorem 2.1 to (10) and (11), we obtain that T has a fixed point u ∈
P ∩ (Ω2 \Ω1). As such, setting u1 = un+1 = u, we obtain a positive solution (u1, . . . , un)
of (1), (2) given iteratively by

uj(t) = λj

∫ σ(1)

0

G(t, s)aj(s)fj(uj+1(σ(s)))∆s, j = n, n − 1, . . . , 1.
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The proof is complete. �

Prior to our next result, let ξi, 1 ≤ i ≤ n, be defined by

∫ σ(1)

0

G(ξi, s)ai(s)∆s = max
t∈[1,σ2(1)]T

∫ σ(1)

0

G(t, s)ai(s)∆s.

Then, we define positive numbers L3 and L4 by

L3 := max
1≤i≤n

{

[

m

∫ ω

ξ

G(τi, s)ai(s)∆sfi0

]−1
}

and

L4 := min
1≤i≤n







[

∫ σ(1)

0

G(ξi, s)ai(s)∆sfi∞

]−1






.

Theorem 3.2 Assume conditions (A)–(C) are satisfied. Then, for each λ1, . . . , λn

satisfying

L3 < λi < L4, 1 ≤ i ≤ n, (12)

there exists an n-tuple (u1, . . . , un) satisfying (1), (2) such that ui(t) > 0 on (0, σ2(1))T,

1 ≤ i ≤ n.

Proof Let λj , 1 ≤ j ≤ n, be as in (12). And let ǫ > 0 be chosen such that

max
1≤i≤n

{

[

m

∫ ω

ξ

G(τi, s)ai(s)∆s(fi0 − ǫ)

]−1
}

≤ min
1≤j≤n

λj

and

max
1≤j≤n

λj ≤ min
1≤i≤n







[

∫ σ(1)

0

G(σ(s), s)ai(s)∆s(fi∞ + ǫ)

]−1






.

Let T be the cone preserving, completely continuous operator that was defined by (7).
From the definition of fi0, 1 ≤ i ≤ n, there exists H3 > 0 such that, for each 1 ≤ i ≤ n,

fi(x) ≥ (fi0 − ǫ)x, 0 < x ≤ H3.

Also, from the definition of fi0, it follows that fi0(0) = 0, 1 ≤ i ≤ n, and so there exist
0 < Kn < Kn−1 < · · · < K2 < H3 such that

λifi(t) ≤
Ki−1

∫ σ(1)

0
G(ξi, s)ai(s)∆s

, t ∈ [0, Ki]T, 3 ≤ i ≤ n,

and

λ2f2(t) ≤
H3

∫ σ(1)

0
G(ξ2, s)a2(s)∆s

, t ∈ [0, K2]T.
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Choose u ∈ P with ‖u‖ = Kn. Then, we have

λn

∫ σ(1)

0

G(σ(sn−1), sn)an(sn)fn(u(σ(sn)))∆sn

≤ λn

∫ σ(1)

0

G(ξn, sn)an(sn)fn(u(σ(sn)))∆sn

≤

∫ σ(1)

0
G(ξn, sn)an(sn)Kn−1∆sn

∫ σ(1)

0
G(ξn, sn)an(sn)∆sn

≤ Kn−1.

Bootstrapping yields the standard iterative pattern, and it follows that

λ2

∫ σ(1)

0

G(σ(s1), s2)a2(s2)f2(· · · )∆s2 ≤ H3.

Then

Tu(τ1) = λ1

∫ σ(1)

0

G(τ1, s1)a1(s1)f1 (λ2 · · · )∆s1

≥ λ1m

∫ ω

ξ

G(τ1, s1)a1(s1)(f1,0 − ǫ)‖u‖∆s1

≥ ‖u‖.

So, ‖Tu‖ ≥ ‖u‖. If we put

Ω1 = {x ∈ B | ‖x‖ < Kn},

then

‖Tu‖ ≥ ‖u‖, for u ∈ P ∩ ∂Ω1.

Since each fi∞ is assumed to be a positive real number, it follows that fi, 1 ≤ i ≤ n,
is unbounded at ∞.

For each 1 ≤ i ≤ n, set

f∗
i (x) = sup

0≤s≤x

fi(s).

Then, it is straightforward that, for each 1 ≤ i ≤ n, f∗
i is a nondecreasing real-valued

function, fi ≤ f∗
i , and

lim
x→∞

f∗
i (x)

x
= fi∞.

Next, by definition of fi∞, 1 ≤ i ≤ n, there exists H4 such that, for each 1 ≤ i ≤ n,

f∗
i (x) ≤ (fi∞ + ǫ)x, x ≥ H4.

It follows that there exists H4 > max{2H3, H4} such that, for each 1 ≤ i ≤ n,

f∗
i (x) ≤ f∗

i (H4), 0 < x ≤ H4.
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Choose u ∈ P with ||u|| = H4. Then, using the usual bootstrapping argument, we
have

Tu(t) = λ1

∫ σ(1)

0

G(t, s1)a1(s1)f1(λ2 · · · )∆s1

≤ λ1

∫ σ(1)

0

G(t, s1)a1(s1)f
∗
1
(λ2 · · · )∆s1

≤ λ1

∫ σ(1)

0

G(ξ1, s1)a1(s1)f
∗
1
(H4)∆s1

≤ λ1

∫ σ(1)

0

G(ξ1, s1)a1(s1)∆s1(f1∞ + ǫ)H4

≤ H4

= ‖u‖,

and so ‖Tu‖ ≤ ‖u‖. So, if we let

Ω2 = {x ∈ B | ‖x‖ < H4},

then
‖Tu‖ ≤ ‖u‖, for u ∈ P ∩ ∂Ω2.

Application of part (ii) of Theorem 2.1 yields a fixed point u of T belonging to
P∩(Ω2\Ω1), which in turn, with u1 = un+1 = u, yields an n-tuple (u1, . . . , un) satisfying
(1), (2) for the chosen values of λi, 1 ≤ i ≤ n. The proof is complete. �
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Abstract: We will use Clark’s theorem to show the existence of multiple solu-
tions to the self–adjoint dynamic boundary value problem

(

p(t)u∆(t)
)∇

+ q(t)u(t) + λh(t, u(t)) = 0, t ∈ [a, b]T,

u(ρ(a)) = u(σ(b)) = 0,

where λ is a sufficiently large positive parameter and T is an isolated time scale.
Examples of our results will be given.

Keywords: Clark’s theorem; isolated time scales; critical point theory.
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1 Introduction

A great deal of work has been done concerning the existence of solutions to discrete
boundary value problems. Recently, techniques from critical point theory have been em-
ployed to show the existence of nontrivial solutions to discrete boundary value problems
[4], [11], [13],[7]. These techniques are complementary to the fixed point theory that has
also been utilized to study this area.

Throughout this paper, we assume the time scale T is isolated. Let m = min T

and M = max T. Then T is isolated if ρ(t) < t < σ(t) ∀t ∈ T, t 6= m, M and
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ρ(M) < M = σ(M), ρ(m) = m < σ(m). Consider [a, b]T, where a, b ∈ T, a < b.
By the interval [a, b]T we mean the set [a, b] ∩ T. To avoid a trivialized problem, we as-
sume throughout that there is at least one point in the time scale between the endpoints
a and b. We will be concerned with the boundary value problem:

(

p(t)u∆(t)
)∇

+ q(t)u(t) + λh(t, u(t)) = 0, t ∈ [a, b]T, (1)

u(ρ(a)) = u(σ(b)) = 0, (2)

where λ is a positive parameter. The
(

pu∆
)∇

term generalizes the central difference. The
second–order mixed derivative problem was originally introduced in [1]. By examining
this boundary value problem, we are extending the work done in [4]. Anderson considered
the existence of solutions to a related second–order mixed derivative problem in [2]. We
define the linear operator L on {u : [ρ(a), σ(b)]T → R} by

Lu(t) =
(

p(t)u∆(t)
)∇

+ q(t)u(t), t ∈ [a, b]T.

Then the formally self-adjoint nonlinear equation (1) can be written as

Lu = −λh(t, u).

We assume:

p, q : [a, b]T → R and p > 0, q < 0 on [a, b]T, (3)

h : [a, b]T × R → R is continuous with respect to the second variable, (4)

∃ α > 0 such that h(t, α) = 0 and h(t, u) > 0 for u ∈ (0, α), t ∈ [a, b]T, (5)

h(t, u) is odd in u. (6)

This boundary value problem generalizes the important Sturm-Liouville problem. The
time scale calculus was developed by Stefan Hilger [10] in 1988. The references [5],
[6] provide excellent introductions to the theory of time scales. The following theorem
provides a useful relationship between nabla and delta derivatives.

Theorem 1.1 [6] If T is isolated and f : T → R, then

f∇(t) = f∆(ρ(t)),

f∆(t) = f∇(σ(t)), ∀t ∈ T.

Before proceeding, we need a few useful definitions and theorems pertaining to critical
point theory.

Definition 1.1 Let E be a real Banach space and let ϕ : E → R be a mapping.
We say ϕ is Fréchet differentiable at u ∈ E if there exists a continuous linear map
L = L(u) : E → R satisfying

lim
x→u

ϕ(x) − ϕ(u) − L(x − u)

‖x − u‖E

= 0.

The mapping L will be denoted by ϕ′(u). A critical point u of ϕ is a point at which
ϕ′(u) = 0, i.e., ϕ′(u)v = 0 ∀ v ∈ E. We write ϕ ∈ C1(E, R) provided ϕ′(u) is continuous
∀ u ∈ E.
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The following remark will be useful.

Remark 1.1 If ϕ : R
n → R is defined near u0 = (u0

1
, · · · , u0

n) ∈ R
n, and differ-

entiable at u0, then each of the partial derivatives ∂ϕ
∂uk

exists at u0 and the Fréchet

derivative of ϕ at u0 is represented by the gradient:

ϕ′(u0) = ∇uϕ(u0),

where

∇uϕ =

(

∂ϕ

∂u1

, · · · ,
∂ϕ

∂un

)

is the gradient of ϕ with respect to u.

Definition 1.2 [Palais–Smale condition] Let E be a real Banach space. A function
ϕ ∈ C1(E, R) satisfies the Palais–Smale condition if every sequence {uj} in E such that
{ϕ(uj)} is bounded and ϕ′(uj) → 0 as j → ∞ contains a convergent subsequence.

We state Clark’s theorem, which is crucial to proving the main results of the paper.
Clark’s Theorem was originally stated in [8]. The version we cite here comes from
Rabinowitz [12] and Bai [4]. Let E be a real Banach space, with zero vector denoted by
0. Let Σ denote the family of sets A ⊂ E\{0} such that A is closed in E and symmetric
to 0, i.e., u ∈ A implies −u ∈ A. Suppose u ∈ E satisfies Definition 1.1. In the case
when I : E → R is an even mapping, we say that (u,−u) is a pair of critical points for I.

Theorem 1.2 (Clark’s theorem) Let E be a real Banach space, I ∈ C1(E, R) with
I even, bounded from below, and satisfying the Palais–Smale condition. Suppose I(0) = 0,
there is a set K ∈ Σ such that K is homeomorphic to Sj−1 (j-1 dimensional unit sphere
in R

j) by an odd map, and supK I < 0. Then I has at least j distinct pairs of critical
points.

2 Preliminary Results

Definition 2.1 Real-valued functions α, β on [ρ(a), σ(b)]T are called lower and upper
solutions, respectively, for the BVP (1), (2) if

{

(pα∆)∇(t) + q(t)α(t) ≥ −λh(t, α(t)), ∀t ∈ [a, b]T,

α(ρ(a)) ≤ 0, α(σ(b)) ≤ 0

and
{

(pβ∆)∇(t) + q(t)β(t) ≤ −λh(t, β(t)), ∀t ∈ [a, b]T,

β(ρ(a)) ≥ 0, β(σ(b)) ≥ 0.

Define h1 : [a, b]T × R → R by

h1(t, s) =











0, s > α,

h(t, s), |s| ≤ α,

0, s < −α,

where α is as assumed in (5).
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Lemma 2.1 Let α be as in (5). If u satisfies the BVP

Lu = −λh1(t, u), t ∈ [a, b]T, (7)

u(ρ(a)) = u(σ(b)) = 0, (8)

then

‖u‖1 :=

T
∑

i=1

ui ≤ α

and consequently u is a solution of the BVP (1), (2).

Proof We first observe that by definition, −α, α are lower and upper solutions,
respectively, of the BVP (1), (2). We claim that u(t) ≤ α on [ρ(a), σ(b)]T. Suppose
not, then w(t) := u(t) − α > 0 for at least one point in [a, b]T. Since w(ρ(a)) ≤ 0
and w(σ(b)) ≤ 0, we get that w has a positive maximum at some point t0 ∈ [a, b]T.
Furthermore, we may assume that t0 is the last such maximum in [a, b]T, i.e., w(t) < w(t0)
for t ∈ (t0, b]T. Hence, by [6, Lemma 6.17],

w(t0) > 0, w∆(t0) ≤ 0, (pw∆)∇(t0) ≤ 0.

This implies that
u(t0) > α, u∆(t0) ≤ 0, (pu∆)∇(t0) ≤ 0.

So
(pu∆)∇(t0) + q(t0)u(t0) − αq(t0) < 0.

But

(pu∆)∇(t0) + q(t0)u(t0) − αq(t0) ≥ −λh1(t0, u(t0)) = 0.

This is a contradiction. Hence u(t) ≤ α for t ∈ [ρ(a), σ(b)]T. A similar argument shows
that −α ≤ u(t) ∀t ∈ [a, b]T. It follows that u(t) is a solution of the BVP (1), (2). Thus,
the lemma is proved. 2

Let
E = {u : [ρ(a), σ(b)]T → R : u(ρ(a)) = u(σ(b)) = 0} .

Let |S| denote the cardinality of the set S. Note that E can be identified with R
T , where

T := |[a, b]T|, by the correspondence

(0, u(a), u(σ(a)), · · · , u(b), 0) ↔ (x1, · · · , xT ) ,

where xi = uσi−1

(a), 1 ≤ i ≤ T.
Define an inner product on E by

< u, v >E =
∑

t∈[a,σ(b)]T

ν(t)
[

pρ(t)u∇(t)v∇(t) − q(t)u(t)v(t)
]

with corresponding norm

‖u‖2

E =< u, u >E =
∑

t∈[a,σ(b)]T

ν(t)
[

pρ(t)
(

u∇(t)
)2

− q(t)u2(t)
]

.
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We note that since E is finite dimensional, E equipped with this inner product is a
Hilbert space. In this definition of E, it is important that T is isolated to guarantee
that E equipped with this inner product is indeed a Hilbert space. Work similar to that
done in [3] would be invaluable to extend this work to more general time scales.

Definition 2.2 We define the nonlinear functional I : E → R by

I(u) =
1

2
‖u‖2

E − λ
∑

t∈[a,b]T

ν(t)H(t, u(t)), ∀ u ∈ E,

where H(t, z) :=
∫ z

0
h1(t, s)ds.

For our application, we will be interested in computing the Fréchet derivative of I.
Here is a remark to aid in this calculation:

Remark 2.1 Let H be a real Hilbert space, let f : H → R be the function defined by
f(x) = ‖x‖2 and let u ∈ H. Then the Fréchet derivative of f at u is the linear functional
on H given by f ′(u)x := 2 < x, u > .

One could use Remark 1.1 to prove Remark 2.1. It is also an easy exercise to prove
Remark 2.1 using the definition of the Fréchet derivative.

With the aid of Remark 2.1, we calculate the Fréchet derivative of our functional I:

Theorem 2.1 For u, v ∈ E,

I ′(u)v = < u, v >E −λ
∑

t∈[a,b]T

ν(t)h1(t, u(t))v(t)

= −
∑

t∈[a,σ(b)]T

ν(t)Lu(t)v(t) − λ
∑

t∈[a,b]T

ν(t)h1(t, u(t))v(t).

Proof Let

I1(u) =
1

2
‖u‖2

E and I2(u) = λ
∑

t∈[a,b]T

ν(t)H(t, u(t)).

Then I = I1 − I2. By Remark 2.1,

I ′
1
(u)v =< u, v >E =

∑

t∈[a,σ(b)]T

ν(t)
[

pρ(t)u∇(t)v∇(t) − q(t)u(t)v(t)
]

.

Using integration by parts, properties of the integral discussed in [5] and Theorem 1.1,
we see

< u, v >E = p(t)u∆(t)v(t)
∣

∣

∣

σ(b)

ρ(a)

−
∑

t∈[a,σ(b)]T

ν(t)
[

[

p(t)u∆(t)
]∇

+ q(t)u(t)
]

v(t)

= −
∑

t∈[a,σ(b)]T

ν(t)
[

[

p(t)u∆(t)
]∇

+ q(t)u(t)
]

v(t)
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by the boundary conditions on u.
By Remark 1.1,

I ′
2
(u)v =

∑

t∈[a,b]T

ν(t)h1(t, u(t))v(t).

Thus,

I ′(u)v = −
∑

t∈[a,σ(b)]T

ν(t)
[

[

p(t)u∆(t)
]∇

+ q(t)u(t)
]

v(t) − λ
∑

t∈[a,b]T

ν(t)h1(t, u(t))v(t),

as desired. 2

Corollary 2.1 Let u ∈ E. The following are equivalent:
1. u is a critical point of I,
2. u is a solution of (1), (2).
Furthermore, I ∈ C1(E, R).

Proof Let u ∈ E. Then

u is a critical point of I

if and only if
I ′(u)v = 0 ∀ v ∈ E,

if and only if

∑

t∈[ρ(a),σ(b)]T

ν(t)
[

[

p(t)u∆(t)
]∇

+ q(t)u(t)
]

v(t)

+λ
∑

t∈[a,b]T

ν(t)h1(t, u(t))v(t) = 0 ∀ v ∈ E,

if and only if
u is a solution of (1), (2).

To see that the last statement holds, for any m ∈ [a, b]T, let

vm(t) =

{

1, if t = m,

0, if t 6= m.

Then vm ∈ E and I ′(u)vm = 0 ∀ m ∈ [a, b]T. But this implies: ν(t)
[

p(t)u∆(t)
]∇

+
q(t)u(t) − λν(t)h1(t, u(t)) = 0, ∀ t ∈ [a, b]T. As ν(t) > 0 on T, these critical points
correspond to solutions of (7), (8). By Lemma 2.1, we equivalently have solutions to (1),
(2).

As E and R are Euclidean spaces, the continuity of h guarantees that I ∈ C1(E, R).
2

3 Main Result and Proof

We note that if u is a solution of (1), (2) then −u also solves (1), (2) and we say that
(u,−u) is a pair of solutions to (1), (2). The main result of this paper is:
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Theorem 3.1 Let (3)–(6) be satisfied. Then there exists a λ∗ > 0 such that if λ > λ∗,
(1), (2) has at least T := |[a, b]T| distinct pairs of nontrivial solutions. Furthermore, each
nontrivial solution u satisfies |u(t)| ≤ α, t ∈ [a, b]T and α as in (5).

Proof We will use Theorem 1.2 and Lemma 2.1 to prove this result. As h1 is odd in
its second variable, we know that I is an even functional. Indeed,

I(−u) =
1

2
‖ − u‖2

E − λ
∑

t∈[a,b]T

ν(t)H(t,−u(t))

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

∫ −u(t)

0

h1(t, s) ds

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

(

−

∫

0

−u(t)

h1(t, s) ds

)

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

∫

0

−u(t)

h1(t,−s) ds

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

∫

0

u(t)

−h1(t, τ) dτ

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

∫ u(t)

0

h1(t, τ) dτ

=
1

2
‖u‖2

E −
∑

t∈[a,b]T

H(t, u(t))

= I(u).

By construction, I(0) = 0. As h1(t, s) = 0 for |s| ≥ α,

∑

t∈[a,σ(b)]T

ν(t)H(t, u(t)) =
∑

t∈[a,σ(b)]T

ν(t)

∫ u(t)

0

h1(t, s) ds

≤
∑

t∈[a,σ(b)]T

ν(t)

∫ α

−α

|h1(t, s)| ds =: C ∀ u ∈ E.

This implies:

I(u) ≥
1

2
‖u‖2

E − λC ≥ −λC, ∀u ∈ E.

Hence, I is bounded from below.
Now we verify the Palais-Smale condition. Let {um} ⊂ E be any sequence such that

{I(um)} is bounded and I ′(um) → 0 as m → ∞. Then there exist c1, c2 such that
c1 ≤ I(um) ≤ c2, m ∈ N. Then

I(um) =
1

2
‖um‖2

E − λ
∑

t∈[a,b]T

ν(t)H(t, um(t))

≥
1

2
‖um‖2

E − λC
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which implies that

‖um‖2

E ≤ 2I(um) + 2λC

≤ 2c2 + 2λC, ∀ m ∈ N.

Therefore, {um} is a bounded sequence in a finite-dimensional space E and so has a
convergent subsequence in E. Thus, the Palais-Smale condition is satisfied.

Recall that T = |[a, b]T|. We take {yi}
T

i=1
as an orthonormal basis of E. Define

K(r) =

{

T
∑

i=1

βiyi :

T
∑

i=1

β2

i = r2

}

, r > 0.

Then 0 /∈ K(r) and K(r) is symmetric with respect to 0.
It is immediate to see that K(r) is compact. Indeed, fix r > 0. Define a map

f : K(r) → ST−1 by

f(u) = f(β1y1 + · · · + βT yT ) =
< β1, · · · , βT >

r
.

Then f is an isomorphism that preserves inner products. As the inner product determines
the topology of our spaces, it follows that f is a homeomorphism. Moreover, f is an odd
map, so we have verified that K(r) is homeomorphic to ST−1 by an odd map for any
r > 0.

Now, let u ∈ K(r). Then with the aid of Hölder’s inequality,

‖u‖2

E =
∑

t∈[a,σ(b)]T

ν(t)



pρ(t)

(

T
∑

i=1

βiy
∇

i (t)

)2

− q(t)

(

T
∑

i=1

βiyi(t)

)2




≤
∑

t∈[a,σ(b)]T

ν(t)

[

pρ(t)
T
∑

i=1

β2

i

T
∑

i=1

(y∇

i (t))2 − q(t)
T
∑

i=1

β2

i

T
∑

i=1

y2

i (t)

]

= r2

T
∑

i=1

∑

t∈[a,σ(b)]

ν(t)
[

pρ(t)(y∇

i (t))2 − q(t)y2

i (t)
]

= r2‖yi‖
2

ET

= r2T, since {yi}
T

i=1
is an orthonormal basis of E. (9)

As dim E < ∞, there exists a c0 > 0 such that ‖u‖1 ≤ c0‖u‖E for all u ∈ E. Fix r

such that 0 < r ≤
α

c0

√
T

. Using (9), we see that for u ∈ K(r),

‖u‖1 ≤ c0‖u‖E ≤ c0r
√

T ≤ α.

Hence, h(t, u(t)) = h1(t, u(t)) for all u ∈ K(r). From assumption (5), we see that for
u ∈ K(r),

H(t, u(t)) =

∫ u(t)

0

h(t, s)ds > 0

if u(t) 6= 0, t ∈ [a, b]T. Since we know that 0 /∈ K(r), we have

∑

t∈[a,b]T

ν(t)H(t, u(t)) =
∑

t∈[a,b]T

ν(t)

∫ u(t)

0

h(t, s)ds > 0.
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Let τ = inf
u∈K(r)

∑

t∈[a,b]T

ν(t)H(t, u(t)). If τ = 0, then by the compactness of K(r), 0 ∈ K(r),

which is a contradiction. Hence τ > 0. Define λ∗ :=
α2

2τc2

0

. For u ∈ K(r), if λ > λ∗,

I(u) =
1

2
‖u‖2

E − λ
∑

t∈[a,b]T

ν(t)H(t, u(t))

≤
1

2
‖u‖2

E − λ∗τ

≤
r2

2
T − λ∗τ

<
α2

2c2

0

− λ∗τ

= 0.

Thus, all the conditions of Clark’s theorem (Theorem 1.2) are satisfied. Hence I has at
least T distinct pairs of nonzero critical points. By construction and Lemma 2.1, the
BVP (1), (2) has at least T distinct pairs of nontrivial solutions. 2

We now examine two basic examples in which we find approximate upper bounds
for λ∗ explicitly, as predicted by Theorem 3.1. Since the 1970s, the theory of nonlinear
difference equations has been widely studied due to its numerous applications in areas
such as computer science, economics, and ecology, to name a few [9]. Analysis using time
scales calculus could be used to extend and generalize these applications. These examples
show a generalization of the important Sturm-Liouville problems to time scales, where
u∆∇ generalizes the central difference. Here the time scales are chosen to show the effect
of the graininess ν on the value for λ∗.

Example 3.1 Consider the following difference equation boundary value problem:

∇∆u(t) − u(t) + λ sin(πu(t)) = 0, t ∈ {1, 2} , (10)

u(0) = 0 = u(3). (11)

Then conditions (3)–(6) are satisfied, where p(t) ≡ 1, q(t) ≡ −1 for t ∈ {1, 2}, h(t, s) =
sin(πs), and α = 1. Using the Gram–Schmidt procedure, we can find an orthonormal
basis for E. One such orthonormal basis is

y1 =

〈

1
√

3
, 0

〉

and y2 =

〈

1

6

√

3

2
,
1

2

√

3

2

〉

.

We also need to find a constant c0 > 0 such that ‖u‖1 ≤ c0‖u‖E. Then we know:

‖u‖2

E = (∇u(1))2 + u2(1) + (∇u(2))2 + u2(2) + (∇u(3))2 + u2(3)

= 3u2(1) + 3u2(2) − 2u(2)u(1).

Due to symmetry, we may without loss of generality assume u(1) ≤ u(2). Hence:

‖u‖2

E ≥ 3u2(1) + 3u2(2) − 2u2(2)

≥ u2(1) + u2(2).
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So

‖u‖E ≥ ‖u‖2 ≥
1
√

2
‖u‖1.

So we can take c0 =
√

2.
According to the proof of Theorem 3.1, we fix 0 < r ≤ α

c0

√
T

. We take r as large as

possible, so here r = 1

2
. Then u ∈ K(1

2
) if and only if

u = β1

〈

1
√

3
, 0

〉

+ β2

〈

1

6

√

3

2
,
1

2

√

3

2

〉

,

where β2

1
+ β2

2
= 1

4
.

Finally, we compute

τ = inf
u∈K(

1

2
)

∑

t∈{1,2}

∫ u(t)

0

h(t, s)ds.

Note:

∑

t∈{1,2}

∫ u(t)

0

h(t, s) ds =

∫

β1
√

3
+

β2

6

√
3

2

0

sin πs ds +

∫

β2

2

√
3

2

0

sin πs ds

=
1

π

[

2 − cos

[

π

(

β1√
3

+
β2

6

√

3

2

)]

− cos

(

π
β2

2

√

3

2

)]

.

Thus, to find τ , we minimize

f(x, y) =
1

π

[

2 − cos

[

π

(

x
√

3
+

y

6

√

3

2

)]

− cos

(

π
y

2

√

3

2

)]

subject to the constraint x2 + y2 = 1

4
. Solving for x:

x = ±

√

1

4
− y2, −

1

2
≤ y ≤

1

2
.

So we minimize

f−(y) =
1

π



2 − cos



π



−

√

1

4
− y2

3
+

y

6

√

3

2







− cos

(

π
y

2

√

3

2

)





and

f+(y) =
1

π



2 − cos



π





√

1

4
− y2

3
+

y

6

√

3

2







− cos

(

π
y

2

√

3

2

)



 ,

− 1

2
≤ y ≤ 1

2
. Running a script in Matlab, we find that we can take τ = 0.0957. A graph

of f− and f+ is shown above. Thus, by Theorem 3.1, if λ > 2.61 ≥ λ∗, the boundary
value problem (10), (11) has two distinct pairs of nontrivial solutions. Furthermore, each
solution u satisfies |u(t)| ≤ 1, t ∈ {1, 2}.
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Figure 3.1: Approximating tau.

Example 3.2 Consider the following dynamic equation boundary value problem:

u∆∇(t) − u(t) + λ sin(πu(t)) = 0, t ∈

{

1

4
, 2

}

, (12)

u(0) = 0 = u(3). (13)

Then conditions (3)–(6) are satisfied, where p(t) ≡ 1, q(t) ≡ −1 for t ∈
{

1

4
, 2
}

, h(t, s) =
sin(πs), and α = 1. Using the Gram–Schmidt procedure, we can find an orthonormal
basis for E. One such orthonormal basis is

y1 =

〈

2

3

√

7

15
, 0

〉

and y2 =

〈

32

45

√

15

1757
, 6

√

15

1757

〉

.

We also need to find a constant c0 > 0 such that ‖u‖1 ≤ c0‖u‖E. There are two cases to
consider:
Case 1: |u

(

1

4

)

| ≤ |u(2)|. Then we know:

‖u‖2

E =
1

4

[

(

u∇

(

1

4

))2

+ u2

(

1

4

)

]

+
7

4

[

(u∇(2))2 + u2(2)
]

+ (u∇(3))2 + u2(3)

≥
135

28
u2

(

1

4

)

+
93

28
u2(2) −

8

7
|u(2)|

∣

∣

∣

∣

u

(

1

4

)∣

∣

∣

∣

≥
135

28
u2

(

1

4

)

+
61

28
u2(2)

≥
61

28

(

u2

(

1

4

)

+ u2(2)

)

.



34 H. BERGER

Case 2: |u
(

1

4

)

| ≥ |u(2)|. Similarly,

‖u‖2

E ≥
135

28
u2

(

1

4

)

+
93

28
u2(2) −

8

7
|u(2)|

∣

∣

∣

∣

u

(

1

4

)
∣

∣

∣

∣

≥
103

28
u2

(

1

4

)

+
93

28
u2(2)

≥
103

28

(

u2

(

1

4

)

+ u2(2)

)

.

Hence, for all u ∈ E,

‖u‖E ≥
1

2

√

61

28
‖u‖2 ≥

1

2

√

61

14
‖u‖1.

So we can take c0 = 2
√

14

61
.

According to the proof of Theorem 3.1, we fix 0 < r ≤ α

c0

√
T

. We take r as large as

possible, so here r = 1

4

√

61

7
. Then u ∈ K

(

1

4

√

61

7

)

if and only if

u = β1

〈

2

3

√

7

15
, 0

〉

+ β2

〈

32

45

√

15

1757
, 6

√

15

1757

〉

where β2

1
+ β2

2
= 61

112
.

Finally, we compute

τ = inf
u∈K

(

1

4

√
61

7

)

∑

t∈{
1

4
,2}

∫ u(t)

0

h(t, s)ds.

Note:
∑

t∈{
1

4
,2}

∫ u(t)

0
h(t, s) ds

=
1

4

∫

2β1

3

√
15

1757
+

32β2

45

√
15

1757

0

sinπs ds +
7

4

∫

6β2

√
15

1757

0

sin πs ds

=
1

π

[

2 −
1

4
cos

[

π

(

2β1

3

√

7

15
+

32β2

45

√

15

1757

)]

− cos

(

6πβ2

√

15

1757

)]

.

Thus, to find τ , we minimize

g(x, y) =
1

π

[

2 −
1

4
cos

[

π

(

2x

3

√

7

15
+

32y

45

√

15

1757

)]

− cos

(

6πy

√

15

1757

)]

subject to the constraint x2 + y2 = 61

112
. Solving for x:

x = ±

√

61

112
− y2, −

1

4

√

61

7
≤ y ≤

1

4

√

61

7
.

So we minimize

g−(y) = 1

π

[

2 − 1

4
cos
[

π
(

− 2

3

√

7

15

√

61

112
− y2 + 32y

45

√

15

1757

)]

− cos
(

6πy
√

15

1757

)]
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and

g+(y) = 1

π

[

2 − 1

4
cos
[

π
(

2

3

√

7

15

√

61

112
− y2 + 32y

45

√

15

1757

)]

− cos
(

6πy
√

15

1757

)]

,

− 1

4

√

61

7
≤ y ≤ 1

4

√

61

7
. Running a script in Matlab, we find that we can take τ = 0.0403.

A graph of g− and g+ is shown below.
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Figure 3.2: Approximating tau.

Thus, by Theorem 3.1, if λ > 13.52 ≥ λ∗, the boundary value problem (12), (13)
has two distinct pairs of nontrivial solutions. Furthermore, each solution u satisfies
|u(t)| ≤ 1, t ∈ { 1

4
, 2}.
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Abstract: Several notions of exponential stability of linear time-invariant sys-
tems on arbitrary time scales are discussed. We establish a necessary and suffi-
cient condition for the existence of uniform exponential stability. Moreover, we
characterize the uniform exponential stability of a system by the spectrum of its
matrix. In general, exponential stability of a system can not be characterized
by the spectrum of its matrix.
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1 Introduction

It is well-known that exponential decay of the solution of a linear autonomous ordinary
differential equation ẋ(t) = Ax(t), t ∈ R, or of an autonomous difference equation
xt+1 = Axt, t ∈ Z, can be characterized by spectral properties of A. Namely, the
solutions tend to 0 exponentially as t → ∞, if and only if all the eigenvalues of A ∈ C

d×d

have negative real parts or a modulus smaller than 1, respectively. The question, which
notion of stability of a linear time-invariant dynamic equation on a time scale inherits
such a property, is answered partly in Pötzsche et al [16].

The history of asymptotic stability of an equation on a general time scale goes back
to the work of Aulbach and Hilger [2]. Although it unifies the time scales T = R or
T = hZ, h > 0, its assumptions are often too pessimistic since the maximal graininess is
involved. For a real scalar dynamic equation, stability and instability results are obtained
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by Gard and Hoffacker [7]. Another way to approach to the asymptotic stability of linear
dynamic equations using Lyapunov functions can be found in Hilger and Kloeden [10].
Pötzsche [15, Abschnitt 2.1] provides sufficient conditions for the uniform exponential
stability in Banach spaces, as well as spectral stability conditions for time-varying systems
on time scales. Properties of exponential stability of a time-varying dynamic equation on
a time scale have been also investigated recently by Bohner and Martynyuk [3], DaCunha
[5], Du and Tien [6], Hoffacker and Tisdell [11], Martynyuk [13] and Peterson and Raffoul
[14].

As a thorough introduction into dynamic equations on time scales we refer to the
paper by Hilger [9] or the monograph by Bohner and Peterson [4]. The paper [2] presents
the theory with a focus on linear systems.

A time scale T is a non-empty, closed subset of the reals R. For the purpose of this
paper we assume from now on that T is unbounded from above, i.e. sup T = ∞. On T

the graininess is defined as

µ∗(t) := inf {s ∈ T : t < s} − t.

This paper is organized as follows. In Section 2 we introduce the class of systems
we wish to study and define the concepts of exponential, uniform exponential, robust
exponential and weak-uniform exponential stability. In Section 3 we first provide a
necessary and sufficient condition for the existence of a uniformly exponentially stable
linear time-invariant system. We show that uniform exponential stability implies robust
exponential stability. An example illustrates that robust exponential stability, in general,
does not imply weak-uniform exponential stability. The uniform exponential stability
and the robust exponential stability of a system are characterized by the spectrum of its
matrix, respectively. In Section 4 we provide an example which indicates that, in general,
exponential stability of a system is not determined by the spectrum. We intend to relate
the stability of a scalar system to the stability of the according Jordan system. We arrive
at the statement that weak-uniform exponential stability of a system is characterized by
the spectrum of its matrix.

2 Preliminaries

In the following K denotes the real (K = R) or the complex (K = C) field. As usual,
K

d×d is the space of square matrices with d rows, Id is the identity mapping on the
d-dimensional space K

d over K and σ(A) ⊂ C denotes the set of eigenvalues of a matrix
A ∈ K

d×d.
Let A ∈ K

d×d and consider the d-dimensional linear system of dynamic equations

x∆ = Ax. (1)

Let eA : {(t, τ) ∈ T × T : t ≥ τ} → K
d×d denote the transition matrix corresponding to

(1), that is, ϕ(t, τ, ξ) = eA(t, τ)ξ solves the initial value problem (1) with initial condition
x(τ) = ξ for ξ ∈ K

d and t, τ ∈ T with t ≥ τ . The classical examples for this setup are
the following.

Example 2.1 If T = R we consider linear time-invariant systems of the form ẋ(t) =
Ax(t). If T = hZ, then (1) reduces to (x(t + h) − x(t))/h = Ax(t) or equivalently
x(t + h) = [Id + hA]x(t).
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The subsequent notions of exponential stability (i), (ii), (iii) of system (1) are intro-
duced here as in Pötzsche et al [16].

Definition 2.1 (Exponential stability) Let T be a time scale which is unbounded
above. We call system (1)

(i) exponentially stable if there exists a constant α > 0 such that for every s ∈ T there
exists K(s) ≥ 1 with

‖eA(t, s)‖ ≤ K(s) exp(−α(t − s)) for t ≥ s.

(ii) uniformly exponentially stable if K can be chosen independently of s in the defi-
nition of exponential stability.

(iii) robustly exponentially stable if there is an ε > 0 such that the exponential stability
of (1) implies the exponential stability of x∆ = Bx for any B ∈ K

d×d with ‖B −A‖ ≤ ε.
(iv)weak-uniformly exponentially stable if there exists a constant α > 0 such that for

every s ∈ T there exists K(s) ≥ 1 with

‖eA(t, τ)‖ ≤ K(s)e−α(t−τ) for all t ≥ τ ≥ s.

Remark 2.1 (i) The different notions of stability (i), (ii) and (iii) are partly inves-
tigated in the paper by Pötzsche et al [16], where examples are provided which show
that exponential stability, in general, does neither imply uniform exponential stability
nor robust exponential stability.

(ii) The notion of weak-uniform exponential stability serves as an intermediate notion
between exponential stability and uniform exponential stability. Note that weak-uniform
exponential stability coincides with uniform exponential stability if we can choose a
bounded function K : T → R

+ in (iv).

One of the observations in this paper is the following diagram about the relations
between the stability notions:

uniform e. s.

px iiiiiiiiiiiiiiii

iiiiiiiiiiiiiiii

%-
SSSSSSSSSSSSS

SSSSSSSSSSSSS

weak-uniform e. s.

&.
TTTTTTTTTTTTTTT

TTTTTTTTTTTTTTT
robust e.s.

qy lllllllllllll

lllllllllllll

exponential stability

3 Uniform Exponential Stability

In this section, we deal with some fundamental properties of uniform exponential sta-
bility. More precisely, the existence and robustness of uniform exponential stability are
investigated. As a consequence, we obtain a characterization of uniform exponential
stability for a linear time-invariant system based on the spectrum of its matrix.

Theorem 3.1 (Existence of a uniformly exponentially stable system) Let

T be a time scale which is unbounded above. Then there exists a uniformly exponentially

stable system on R
d

x∆ = Ax, A ∈ R
d×d, x ∈ R

d,

if and only if the graininess of T is bounded above, i.e. there exists h > 0 such that

µ∗(t) ≤ h for all t ∈ T.
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Proof (⇒) Assume that there exists A ∈ R
d×d such that the system

x∆ = Ax, (2)

is uniformly exponentially stable, i.e. there exist K > 0, α > 0 such that

‖eA(t, s)‖ ≤ K exp(−α(t − s)) for all t ≥ s. (3)

We first show that A 6= 0. Indeed, suppose that A = 0, then eA(t, s) = Id. Hence, we
have ‖eA(t, s)‖ = 1 for all t ≥ s and the inequality (3) thus does not hold.

Let t0 ∈ T be an arbitrary right scattered point, i.e. µ∗(t0) > 0. Then at the point
t0 the equation (2) becomes

x(t0 + µ∗(t0)) − x(t0)

µ∗(t0)
= Ax(t0).

This implies that eA(t0 + µ∗(t0), t0) = Id + µ∗(t0)A and then by using (3) we have

‖Id + µ∗(t0)A‖ ≤ K exp(−αµ∗(t0)), i.e. − 1 + µ∗(t0)‖A‖ ≤ K.

Therefore,

µ∗(t0) ≤
K + 1

‖A‖

for every right scattered point t0 ∈ T, i.e. T has bounded graininess.
(⇐) Assume that there exists h > 0 so that µ∗(t) ≤ h for all t ∈ T. Define A = −1

2h
Id.

Clearly, Id + µ∗(t)A is invertible for all t ∈ T, i.e. A is a regressive matrix. Now we will
show that the system

x∆ = Ax, (4)

is uniformly exponentially stable. Since A is a regressive diagonal matrix, Hilger [9,
Theorem 7.4(iii)] implies the following explicit representation of the norm of the transition
matrix of (4)

‖eA(t, s)‖ = exp

∫ t

s

lim
uցµ∗(τ)

log |1 − u
2h
|

u
∆τ

≤ exp

∫ t

s

−1

2h
∆τ = exp

(

−1

2h
(t − s)

)

.

This completes the proof.
From now on we only deal with a time scale with bounded graininess. In order to

show the roughness of uniform exponential stability, we provide the following preparatory
lemma.

Lemma 3.1 Let α > 0 be a positive number. Then for the corresponding scalar

system x∆ = αx the following inequality holds

eα(t, s) ≤ exp(α(t − s)) for all t ≥ s.

Proof Since α > 0 we have 1+µ∗(t)α > 0 for all t ∈ T. Hence, by Hilger [9, Theorem
7.4(iii)] we have

‖eα(t, s)‖ = exp

∫ t

s

lim
uցµ∗(τ)

log |1 + αu|

u
∆τ

≤ exp

∫ t

s

α ∆τ = exp (α(t − s)) .

This concludes the proof.
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Proposition 3.1 (Robustness of uniform exponential stability) Let T be a

time scale which is unbounded above and with bounded graininess. Assume that the

system

x∆ = Ax, (5)

where A ∈ C
d×d, is uniformly exponentially stable. Then there exists ε > 0 such that the

system

x∆ = Bx (6)

is also uniformly exponentially stable for all B ∈ C
d×d with ‖A − B‖ ≤ ε.

Proof Let K > 0 and α > 0 such that

‖eA(t, s)‖ ≤ K exp(−α(t − s)) for all t ≥ s. (7)

The equation (6) can be rewritten as follows

x∆ = Ax + (B − A)x.

Using the variation of constants formula (see Bohner and Peterson [4, pp 195]) with
the inhomogeneous part g(t) := (B − A)eB(t, s) for a fixed s ∈ T, the transition matrix
of (6) is determined by

eB(t, s) = eA(t, s) +

∫ t

s

eA(t, u + µ∗(u))(B − A)eB(u, s) ∆u, for all t ≥ s.

Fix s ∈ T and define f(t) = exp(α(t − s))‖eB(t, s)‖. We thus obtain the following
estimate

exp(−α(t − s))f(t) ≤ ‖eA(t, s)‖ + ‖A − B‖ ·
∫ t

s

‖eA(t, u + µ∗(u))‖ exp(−α(u − s))f(u) ∆u.

This implies with (7) that

f(t) ≤ K + K‖A − B‖

∫ t

s

exp(αµ∗(u))f(u) ∆u for all t ≥ s. (8)

Due to Theorem 3.1 the graininess of T is bounded. Fix H > 0 such that µ∗(t) ≤ H for
all t ∈ T. Hence, we get from (8) that

f(t) ≤ K + K‖A − B‖ exp(αH)

∫ t

s

f(u) ∆u for all t ≥ s.

Applying Gronwall’s inequality (see Bohner and Peterson [4, Corollary 6.7]) and with
f(s) = 1 we obtain

f(t) ≤ KeM (t, s) for all t ≥ s,

where M = K‖A − B‖ exp(αH). By virtue of Lemma 3.1 and the definition of the
function f(t) we get

‖eB(t, s)‖ ≤ K exp((−α + M)(t − s)) for all t ≥ s. (9)
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Choose and fix ε > 0 such that Kε exp(αH) < α. Now for any B ∈ R
d×d with ‖A−B‖ ≤

ε, we obtain from (9) that

‖eB(t, s)‖ ≤ K exp((−α + Kε exp(αH))(t − s)) for all t ≥ s.

Since −α + Kε exp(αH) < 0, the claim follows.
The robustness of uniform exponential stability of a time-varying system is also in-

vestigated in DaCuhna [5, Theorem 5.1]. However, the notion of uniform exponential
stability and the type of perturbation in DaCuhna [5] are different to those here. Pre-
cisely, he used the exponential functions to define uniform exponential stability. For a
more details, we refer the reader to DaCuhna [5], Du and Tien [6] and the references
therein.

Corollary 3.1 (Uniform implies robust exponential stability) Let T be a

time scale which is unbounded above and with bounded graininess. Suppose that the

system

x∆ = Ax, A ∈ R
d×d, (10)

is uniformly exponentially stable. Then system (10) is also robustly exponentially stable.

Next we construct an example which asserts that, in general, robust exponential
stability does not imply weak-uniform exponential stability. As a consequence, robust
exponential stability does not imply uniform exponential stability.

Example 3.1 Let d = 1. We define a sequence sk recursively by

s1 := 0, sk+1 = sk + 4k, k ∈ N

and

Tk := {sk + i|i = 0, 1, · · · , k − 1} ∪ {sk + k + 3i|i = 0, 1, · · · , k − 1}, k ∈ N,

and the time scale T by the discrete set

T :=

∞
⋃

k=1

Tk.

Clearly, T is unbounded above and has a bounded graininess. Consider on T the scalar
equation

x∆ = −x. (11)

For k ≥ 1 an elementary calculation yields for x0 ∈ R that

ϕ(sk + 4k, sk + k, x0) = (−2)kx0.

This shows that the system (11) is not weak-uniformly exponentially stable, as a solution
starting in x0 = 1 may become arbitrarily large depending on the initial time t0 ∈ T. Now
we are going to show that, on the other hand, the system (11) is robustly exponentially
stable. To verify this claim we show that the perturbed system

x∆ = (−1 + α)x (12)
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is exponentially stable for all α ∈ (− 1
10 , 1

10 ). Let x0 ∈ R be an arbitrary initial value and
t0 ∈ T. Denote by k0 the smallest integer such that t0 ≤ sk0

. Now we are going to prove
inductively the following estimate

|ϕ(t, sk0
, x0)| ≤

(

1

2

)

t−sk0

3

|x0| for all sk < t ≤ sk+1 and k0 ≤ k. (13)

We first prove (13) in case k = k0. Indeed, a straightforward computation yields that

ϕ(t, sk0
, x0) =

{

αmx0 if t = sk0
+ m, for m = 1, . . . k0,

αk0(−2 + 3α)mx0 if t = sk0
+ k0 + 3m, for m = 0, 1, . . . k0.

This implies with the inequality |α(−2 + 3α)| ≤ 1
4 the inequality (13) in case k = k0.

Suppose that the inequality (13) holds for k = n − 1. We will show that this also holds
for k = n + 1. Indeed, an elementary computation gives

ϕ(t, sk0
, x0) =







αmϕ(sn, sk0
, x0) if t = sn + m, for m = 1, . . . n,

αn(−2 + 3α)mϕ(sn, sk0
, x0) if t = sn + n + 3m,

for m = 0, 1, . . . n.

This implies with the inequality |α(−2 + 3α)| ≤ 1
4 the inequality (13) in case k = n and

then the claim follows. Define K(t0) = |Φ(sk0
, t0, x0)|, β = log 2

3 and by (13) we get

|ϕ(t, t0x0)| ≤ K(t0) exp(−β(t − t0)) for all t0 ≤ t.

Corollary 3.2 Let T be a time scale which is unbounded above and with bounded

graininess. For λ ∈ C consider the Jordan block Jλ ∈ C
d×d given by

Jλ :=











λ 1 0 . . . 0
λ 1 . . . 0

. . .
...

λ











.

The scalar equation

x∆ = λx (14)

is uniformly exponentially stable if and only if the system

x∆ = Jλx (15)

is uniformly exponentially stable.

Proof (⇒) Assume that (14) is uniformly stable. Hence, the equation

x∆ = λId x

is also uniformly exponentially stable. So, by virtue of Proposition 3.1 there exists ε > 0
such that the system

x∆ = Bx (16)
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is uniformly exponentially stable for all B ∈ C
d×d such that ‖B − λId‖ ≤ ε. Define

Pε = diag(1, ε−1, . . . , ε−d). A straightforward computation yields that

Bε := PεJλP−1
ε =











λ ε 0 . . . 0
λ ε . . . 0

. . .
...
λ











.

Consequently,
eJλ

(t, s) = PεeBε
(t, s) for all t ≥ s. (17)

On the other hand, ‖Bε − λ Id‖ ≤ ε. Hence, by (16) there exists K, α > 0 such that

‖eBε
(t, s)‖ ≤ Ke−α(t−s) for all t ≥ s.

This implies with (17) that

‖eJλ
(t, s)‖ ≤ K‖Pε‖e

−α(t−s) for all t ≥ s.

Therefore, (15) is uniformly exponentially stable and it completes the proof.
(⇐) The converse direction is trivial.
In the next theorem, we will show that uniform exponential stability of a linear system

depends only on the eigenvalues of its matrix.

Theorem 3.2 The system

x∆ = Ax, A ∈ R
d×d,

is uniformly exponentially stable if and only if the system

x∆ = λx

is uniformly exponentially stable for every λ ∈ σ(A).

Proof Without loss of generality, we deal with the norm ‖M‖ = max1≤i,j≤n |mij |
for all M = (mij) ∈ R

n×n. Let P be the transformation such that P−1AP =
diag(J1, J2, . . . , Jp), where

Jk =











λk 1 0 . . . 0
λk 1 . . . 0

. . .
...

λk











, for k = 1, 2, . . . , p,

are the Jordan blocks of A. Clearly, σ(A) = {λ1, λ2, . . . , λp}. A straightforward compu-
tation yields that

eA(t, s) = Pdiag(eJ1
(t, s), eJ2

(t, s), . . . , eJp
(t, s)).

Therefore,

1

‖P−1‖
max

1≤k≤p
‖eJk

(t, s)‖ ≤ ‖eA(t, s)‖ ≤ ‖P‖ max
1≤k≤p

‖eJk
(t, s)‖.

This implies that (3.2) is exponentially stable if and only if the systems

x∆ = Jkx, k = 1, 2, . . . , p,

are exponentially stable. Then by virtue of Corollary 3.2 the claim follows.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 9 (1) (2009) 37–50 45

Remark 3.1 The robust exponential stability depends also only on the eigenvalues
of the matrix of a system.

4 Exponential Stability and Weak-uniform Exponential Stability

In view of Corollary 3.2, the question arises whether the exponential stability of a time-
invariant linear system could be characterized by the spectrum of its matrix. In general,
this is not the case, since in the subsequent example two systems are presented whose
matrices have the same spectrum, one of them is exponentially stable and the other is
not.

Example 4.1 There exists a time scale T, which has bounded graininess such that
the system

x∆ = −x (18)

is exponentially stable and the system

x∆ =

(

−1 1
0 −1

)

x (19)

is not exponentially stable.
Indeed, denote by αn the positive number such that

αk(1 + αk) = 21−4k+1

, for all k ∈ N. (20)

Equivalently,

αk :=
−1 +

√

1 + 23−4k+1

2
, for all k ∈ N.

We define a discrete time scale T as follows

T =

∞
⋃

k=1

Tk,

where

Tk := {4k} ∪ {4k + 1 − αk + 3i : i = 0, 1, · · · , 4k − 1}. (21)

To verify exponential stability of system (18) we show that

|e−1(t, 4)| ≤

(

1

2

)t−4

for all t ∈ T, t ≥ 4. (22)

Indeed, let t be an arbitrary but fixed element in T. Define

n0 := max{n : n ∈ N, 4n < t}.

A straightforward computation together with (20) yields that

e−1(4
n+1, 4n) = αn(1 + αn)24n

−1 =

(

1

2

)4n+1
−4n

, for all n ∈ N. (23)
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Therefore,

e−1(t, 4) = e−1(t, 4
n0)e−1(4

n0 , 4)

= e−1(t, 4
n0)

(

1

2

)4n0−4

.

Clearly, if t = 4n0+1 then (22) follows. Hence, it remains to deal with the case t < 4n0+1.
By definition of T, see (21), we obtain

|e−1(t, 4
n0)| = αn0

2k,

where t = 4n0 + 1 − αn0
+ 3k for k ∈ {0, 1, . . . , 4n0 − 1}. This implies with (20) that

|e−1(t, 4
n0)| ≤ 21−4n0+1+k

≤

(

1

2

)3k+1−αn0

for all k ∈ {0, . . . , 4n0 − 1},

proving (22). As a consequence, system (18) is exponentially stable. It remains to show
that system (19) is not exponentially stable. System (19) can be represented in the
following form

x∆
1 = −x1,

x∆
2 = −x2 + x1,

where x = (x1, x2). Denote by (x1(t), x2(t)) the solution of this system starting at t0 = 4
in (1, 1). A straightforward computation yields

(

x1(4
k+1)

x2(4
k+1)

)

=

(

−1 − αk 0
1 −1 − αk

) (

−2 0
1 −2

)4k
−1

×

×

(

αk 0
1 αk

) (

x1(4
k)

x2(4
k)

)

,

which gives

x2(4
k+1) = (24k

−1 − 24k
−4k+1

− 1)x1(4
k) + 24k

−4k+1

x2(4
k).

This implies together with x1(4
k) = 24−4k

that

x2(4
k+1) = 8 − 23−4k+1

+ 24k
−4k+1

x2(4
k) for all k ∈ N.

Hence, limk→∞ x2(4
k) = 8. As a consequence, system (19) is not exponentially stable.

Proposition 4.1 Let T be a time scale which is unbounded above. For λ ∈ C consider

the Jordan block Jλ ∈ C
d×d given by

Jλ :=











λ 1 0 . . . 0
λ 1 . . . 0

. . .
...

λ











.
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The scalar equation

x∆ = λx (24)

is weak-uniformly exponentially stable if and only if the system

x∆ = Jλx (25)

is weak-uniformly exponentially stable.

Proof Clearly, if λ = 0 then e0(t, τ) = 1 for all t ≥ τ . Hence, neither the system
(24) nor the system (25) is weak-uniformly exponentially stable. Therefore we are only
interested in the case λ 6= 0.

(⇒) Assume that system (24) is weak-uniformly exponentially stable. Fix s ∈ T.
Hence, there exist α > 0 and K = K(s) ≥ 1 such that

|eλ(t, τ)| ≤ K exp(−α(t − τ)) for all t ≥ τ ≥ s. (26)

To verify the assertion we construct explicit bounds for the solution of (25) with initial
condition x(τ) = ξ ∈ C

d for a fixed τ ∈ T with τ ≥ s. Without loss of generality we use
the norm ‖x‖ := max{|x1|, . . . , |xd|} for x = (x1, . . . , xd) ∈ C

d in our consideration.
Choose and fix ε > 0 such that α > dε. Define βj = α + jε − dε for j = 1, . . . , d.

Clearly, βj > 0 and we will prove by induction on j = d, . . . , 1 that there exist constants
Kj such that the j-th component of the solution of (25) is exponentially bounded by

|xj(t)| ≤ Kj exp(−βj(t − τ))‖ξ‖ for all t ≥ τ. (27)

For j = d the assertion follows from the assumption as the d-th entry of x(t) is a solution
of (24) and hence by (26) we have

|xd(t)| = |eλ(t, τ)ξd| ≤ Kd exp(−βj(t − τ))‖ξ‖ for all t ≥ τ,

where Kd := K. Assume that the assertion (27) is shown for some index d ≥ j + 1 ≥ 2,
i.e. there exists Kj+1 with

|xj+1(t)| ≤ Kj+1 exp(−βj+1(t − τ))‖ξ‖ for all t ≥ τ. (28)

By construction, the j-th component of the solution satisfies the equation

x∆
j (t) = λxj(t) + xj+1(t) for t ∈ T.

Using the variation of constants formula (see Bohner and Peterson [4, pp 77]) we have
the representation

xj(t) = eλ(t, τ)ξj +

∫ t

τ

eλ(t, u + µ∗(u))xj+1(u) ∆u.

Fix t ∈ T. Using the exponential bound of eλ(t, τ) and (28) we obtain

|xj(t)| ≤ |eλ(t, τ)ξj | +

∫ t

τ

|eλ(t, u + µ∗(u))||xj+1(u)| ∆u

≤ K‖ξ‖ exp(−α(t − τ)) + Kj+1‖ξ‖

∫ t

τ

g(u) ∆u, (29)
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where g(u) := |eλ(t, u + µ∗(u))| exp(−βj+1(u − τ)). Denote by t1 < t2 < · · · < tn the
right scattered points in [τ, t] with

|1 + λµ∗(ti)| ≥ 2, i = 1, 2, . . . , n.

Now we are going to estimate g(u) for u ∈ [τ, t]. If u = tk for k = 1, . . . , n we get

eλ(t, u) = eλ(t, u + µ∗(u))eλ(u + µ∗(u), u)

= eλ(t, u + µ∗(u))(1 + λµ∗(u)).

This implies with (26) that

|eλ(t, u + µ∗(u))| ≤
K

2
exp(−α(t − u)).

Therefore,

g(u) ≤
K

2
exp(−βj+1(t − τ)) if u ∈ {t1, . . . , tn}. (30)

If u 6∈ {t1, . . . , tn}, we get µ∗(u) ≤ 3
|λ|

. Applying (26) to eλ(t, u + µ∗(u)), we obtain

g(u) ≤ K exp(−α(t − u)) exp(αµ∗(u))) exp(−βj+1(u − τ)).

Therefore,

g(u) ≤ K exp

(

3α

|λ|

)

exp(−βj+1(t − τ)) for u 6∈ {t1, . . . , tn}. (31)

Combining (30) and (31), there exists M > 0 such that

g(u) ≤ M exp(−βj+1(t − τ)) for all u ∈ [τ, t].

This implies with (29) that

|xj(t)| ≤ K‖ξ‖ exp(−α(t − τ)) + MKj+1‖ξ‖(t − τ) exp(−βj+1(t − τ)).

On the other hand, ε(t − τ) ≤ exp(ε(t − τ)) for all t ≥ τ . We thus obtain

|xj(t)| ≤ (K +
MKj+1

ε
)‖ξ‖ exp(−βj(t − τ)) for all t ≥ τ,

proving (27) with Kj := K +
MKj+1

ε
. As we have exponential decay of all components

of the solution x(t), we obtain the assertion.
We now construct an example which ensures that in general weak-uniform exponential

stability does not imply uniform exponential stability.

Example 4.2 We define a discrete time scale T by

T =

∞
⋃

k=1

Tk ∪ [0,∞),

where

Tk := {−k +
−i

k
: i = 0, 1, . . . , k − 1} for all k ∈ N.
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Consider on T the scalar system

x∆ = −x. (32)

We first show that the system (32) is weak-uniformly exponentially stable. Obviously,
for any s ∈ T with s ≥ 0 we have

|e−1(t, τ)| = exp(−(t − τ)) for all t ≥ τ ≥ 0. (33)

For an arbitrary but fixed s ∈ T with s < 0, we are going to estimate |e−1(t, τ)| for
t ≥ τ ≥ s. A straightforward computation yields that

|e−1(t, τ)| =

{

0, if t ≥ 0 > τ,
exp(−(t − τ)), if t ≥ τ ≥ 0.

We thus obtain

|e−1(t, τ)| ≤ K(s) exp(−(t − τ)) for all t ≥ τ ≥ s,

where

K(s) := max
0≥t≥τ≥s

|e−1(t, τ)| exp(t − τ).

Hence system (32) is weak-uniformly exponentially stable. On the other hand, a direct
computation gives that

|e−1(−k,−k − 1)| = (1 −
1

k
)k for all k ∈ N,

which implies that system (32) is not uniformly exponentially stable.

Remark 4.1 Observe that Proposition 4.1 in combination with example 4.2 provides
a negative answer to the question mentioned in the conclusion of Pötzsche et al [16]
whether the uniform exponential stability of system (24) is a necessary condition for the
exponential stability of system (25). Moreover, the time scale T in Pötzsche et al [16] is
assumed to have bounded graininess. This assumption is dropped in Proposition 4.1.

By virtue of Proposition 4.1 in combination with an analogous argument as in the proof
of Theorem 3.2 we get the following corollary to characterize weak-uniform exponential
stability.

Corollary 4.1 The system

x∆ = Ax, A ∈ R
d×d,

is weak-uniformly exponentially stable if and only if the system

x∆ = λx

is weak-uniformly exponentially stable for every λ ∈ σ(A).
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1 Introduction

The theory of time scales, which has recently received a lot of attention, was introduced
by Stefan Hilger in his Ph. D. Thesis in 1988 in order to unify continuous and discrete
analysis, see [10]. A time scale T is an arbitrary closed subset of the reals, and the cases
when this time scale is equal to the reals or to the integers represent the classical theories
of differential and of difference equations. Many other interesting time scales exist, and
they give rise to many applications (see [3]). This new theory of these so-called “dynamic
equations” not only unifies the corresponding theories for the differential equations and
difference equations cases, but it also extends these classical cases to cases “in between”.
That is, we are able to treat the so-called q-difference equations when T =qN0 := {qn :
n ∈ N0 for q > 1} (which has important applications in quantum theory (see [12]))
and can be applied to different types of time scales like T =hN, T = N

2 and T = Tn

the set of the harmonic numbers. The books on the subject of time scales by Bohner
and Peterson [3], [4] summarize and organize much of time scale calculus. In the last
few years, there has been increasing interest in obtaining sufficient conditions for the
oscillation/nonoscillation of solutions of different classes of dynamic equations on time
scales, and we refer the reader to the papers [1], [5], [7], [8], [9], [15] and the references
cited therein. In this paper, we are concerned with oscillation behavior of the second-
order half-linear delay dynamic equation

(r(t)(x∆(t))γ)∆ + p(t)xγ(τ(t)) = 0, (1.1)

on an arbitrary time scale T, where γ ≥ 1 is a quotient of odd positive integers, p is a
positive rd−continuous function on T, r(t) is positive and (delta) differentiable and the
so-called delay function τ : T → T satisfies τ(t) ≤ t for t ∈ T and limt→∞ τ(t) = ∞. Since
we are interested in the oscillatory and asymptotic behavior of solutions near infinity, we
assume that sup T = ∞, and define the time scale interval [t0,∞)T by [t0,∞)T := [t0,∞)∩
T. By a solution of (1.1) we mean a nontrivial real–valued function x ∈ C1

rd[Tx,∞),
Tx ≥ t0 which has the property that r(t)(x∆(t))γ ∈ C1

rd[Tx,∞) and satisfies equation
(1.1) on [Tx,∞), where Crd is the space of rd−continuous functions. The solutions
vanishing in some neighborhood of infinity will be excluded from our consideration. A
solution x of (1.1) is said to be oscillatory if it is neither eventually positive nor eventually
negative, otherwise it is nonoscillatory. Note that if T = R then σ(t) = t, µ(t) = 0,

f∆(t) = f ′(t),
∫ b

a
f(t)∆t =

∫ b

a
f(t)dt, and (1.1) becomes the half-linear delay differential

equation
(

r(t) (x′(t))
γ)′

+ p(t)xγ(τ(t)) = 0. (1.2)

If T = Z, then σ(t) = t + 1, µ(t) = 1, f∆(t) = ∆f(t),
∫ b

a
f(t)∆t =

∑b−1

t=a f(t), and (1.1)
becomes the half-linear delay difference equation

∆(r(t) (∆x(t))
γ
) + p(t)xγ(τ(t)) = 0. (1.3)

If T =hZ, h > 0, then σ(t) = t + h, µ(t) = h, y∆(t) = ∆hy(t) := y(t+h)−y(t)

h
,

∫ b

a
f(t)∆t =

∑

b−a−h
h

k=0
f(a + kh)h, and (1.1) becomes the second-order half-linear delay

difference equation
∆h(r(t) (∆hx(t))γ) + p(t)xγ(τ(t)) = 0. (1.4)

If T = {t : t = qk, k ∈ N0, q > 1}, then σ(t) = qt, µ(t) = (q − 1)t, x∆(t) = ∆qx(t) =
(x(q t) − x(t))/(q − 1) t,

∫ ∞

t0
f(t)∆t =

∑∞

k=n0
f(qk)µ(qk), where t0 = qn0 , and (1.1)
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becomes the second-order q−half-linear delay difference equation

∆q(r(t) (∆qx(t))
γ
) + p(t)xγ(τ(t)) = 0. (1.5)

If T = N
2

0
:= {n2 : n ∈ N0}, then σ(t) = (

√
t + 1)2, µ(t) = 1 + 2

√
t, ∆Ny(t) =

y((
√

t+1)
2
)−y(t)

1+2
√

t
, and (1.1) becomes the second-order half-linear delay difference equation

∆N (r(t) (∆Nx(t))γ) + p(t)xγ(τ(t)) = 0. (1.6)

If T = {Hn : n ∈ N} where Hn is the so-called n-th harmonic number defined by H0 = 0,

Hn =
∑n

k=1

1

k
, n ∈ N0, then σ(Hn) = Hn+1, µ(Hn) = 1

n+1
, y∆(t) = ∆Hn

y(Hn) =
(n + 1)∆y(Hn) and (1.1) becomes the second-order half-linear delay difference equation

∆Hn
(r(Hn) (∆Hn

x(Hn))
γ
) + p(Hn)xγ(τ(Hn)) = 0. (1.7)

Recall that for a discrete time scale
∫ b

a

f(t)∆t =
∑

t∈[a,b)T

f(t)µ(t).

In the following, we state some oscillation results for differential and difference equations
that will be related to our oscillation results for (1.1) on time scales and explain the
important contributions of this paper. We will see that our results not only unify some
of the known oscillation results for differential and difference equations but also give
new oscillation criteria which include the equations (1.3)–(1.7), where in many cases the
oscillatory behavior of their solutions was not known. In 1948 Hille [11] considered the
linear differential equation

x′′(t) + p(t)x(t) = 0, (1.8)

where p(t) is a positive function, and proved that if

lim inf
t→∞

t

∫ ∞

t

p(s)ds >
1

4
, (1.9)

then every solution of (1.8) oscillates. In 1957 Nehari [13] proved that if

lim inf
t→∞

1

t

∫ t

t0

s2p(s)ds >
1

4
, (1.10)

then every solution of (1.8) oscillates. We note that the inequalities (1.9) and (1.10) are
exact and can not be weakened. Indeed, let p(t) = 1/4t2 for t ≥ 1. Then we have

lim inf
t→∞

1

t

∫ t

t0

s2p(s)ds = lim inf
t→∞

t

∫ ∞

t

p(s)ds =
1

4
,

and the second-order Euler–Cauchy differential equation

x′′(t) +
1

4t2
x(t) = 0, t ≥ 1, (1.11)

has a nonoscillatory solution x(t) =
√

t. In other words the constant 1/4 is the lower
bound for oscillation for all solutions of (1.11). In 1971 Wong [17] generalized the Hille-
type condition (1.9) for the delay equation

x′′(t) + p(t)x(τ(t)) = 0, (1.12)
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where τ(t) ≥ αt with 0 < α < 1, and proved that if

lim inf
t→∞

t

∫ ∞

t

p(s)ds >
1

4α
, (1.13)

then every solution of (1.12) is oscillatory. In 1973 Erbe [6] improved the condition (1.13)
and proved that if

lim inf
t→∞

t

∫ ∞

t

p(s)
τ(s)

s
ds >

1

4
, (1.14)

then every solution of (1.12) oscillates where τ(t) ≤ t. In 1984 Ohriska [14] proved that,
if

lim sup
t→∞

t

∫ ∞

t

p(s)

(

τ(s)

s

)

ds > 1, (1.15)

then every solution of (1.12) oscillates. Note that when p(t) = λ
tτ(t)

, with τ(t) ≤ t, (1.12)

reduces to the second-order delay differential equation

x′′(t) +
λ

tτ(t)
x(τ(t)) = 0, t ≥ t0. (1.16)

From (1.14) we see that every solution of (1.16) is oscillatory if λ > 1

4
and nonoscillatory

if λ ≤ 1

4
, with oscillation constant 1/4 (see [1]). For oscillation of half-linear differential

equations, Agarwal et al [2] considered the equation

(

(x′(t))
γ)′

+ p(t)xγ(τ(t)) = 0, (1.17)

and extended the condition (1.15) of Ohriska and proved that if

lim sup
t→∞

tγ
∫ ∞

t

p(s)

(

τ(s)

s

)γ

ds > 1, (1.18)

then every solution of (1.17) oscillates. It is clear that the condition (1.18) reduces to
(1.15) when γ = 1. From which, we can easily see that the oscillation condition (1.18)
that has been established by Agarwal et al [2] for (1.17) is not a sharp sufficient condition
for oscillation of (1.17), since the condition (1.15) that has been established by Ohriska
[14] is not sharp. For oscillation of half-linear difference equations, Thandapani et al [16]
considered the difference equation

∆((∆x(n)))γ) + p(n)xγ(n) = 0, n ≥ n0, (1.19)

where γ > 0, p(n) is a positive sequence, and proved that every solution is oscillatory, if

∞
∑

n=n0

p(n) = ∞. (1.20)

We note that the condition (1.20) can not be applied to the difference equation

∆((∆x(n)))
γ
) +

β

nγ
xγ(n) = 0, for γ > 1. (1.21)

In view of the above comments, we shall establish oscillation criteria for the dynamic
equation (1.1) on a time scale T which as a special case when T = R and T = N:
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(i) involve the oscillation conditions (1.9) and (1.10) that have been given by Hille
[11] and Nehari [13] for equation (1.8)

(ii) involve the oscillation condition (1.14) that was given by Erbe [6] for delay equa-
tion (1.12),

(iii) improve the oscillation condition (1.18) that was given by Agarwal et al [2] for
half-linear differential equation (1.17),

(iv) improve the oscillation condition (1.20) that was established by Thandapani et
al [16] for half-linear difference equation (1.19).

This paper is organized as follows: In Section 2, we establish some sufficient conditions
for oscillation of (1.1) when r(t) = 1, which partially anwers the above question. Also, by
using the Riccati transformation technique we will establish some new oscillation criteria
for (1.1) in its general form when r(t) 6≡ 1, which can be considered as a generalization
of the results that have been established by Saker [15] and as a special case involve some
results established by Agarwal et al [2] for half-linear differential equations. In Section 3,
we give several examples which illustrate the importance of our main results. Note that
the results are essentially new for equations (1.2)–(1.7). To the best of our knowledge
nothing is known regarding the oscillatory behavior of half-linear delay dynamic equations
on time scales until now so this paper initiates this study.

2 Main Results

Thoughout the paper we assume that r∆(t) ≥ 0 and

∫ ∞

t0

τγ(t)p(t)∆t = ∞ (2.1)

is satisfied. Before stating our main results, we begin with the following lemma which
will play an important role in the proof of our main results.

Lemma 2.1 Assume that
∫ ∞

t0

∆t

r
1

γ (t)
= ∞ (2.2)

holds and (1.1) has a positive solution x on [t0,∞)T. Then there exists a T ∈ [t0,∞)T,
sufficiently large, so that

x∆(t) > 0, x∆∆(t) < 0, x(t) > tx∆(t),

(

x(t)

t

)∆

< 0 on [T,∞)T.

Proof Let x be as in the statement of this theorem. Pick t1 ∈ [t0,∞)T so that
t1 > t0 and so that x(τ(t)) > 0 on [t1,∞)T. Since x is a positive solution of (1.1), we
have (r(t)

(

x∆(t)
)γ

)∆ = −p(t)xγ(τ(t)) < 0, for t ∈ [t1,∞)T. Then r(t)
(

x∆(t)
)γ

is strictly

decreasing on [t1,∞)T. We claim that r(t)
(

x∆(t)
)γ

> 0 on [t1,∞)T. Assume not, then

there is a t2 ∈ [t1,∞)T such that r(t2)
(

x∆(t2)
)γ

=: c < 0. Therefore, r(t)
(

x∆(t)
)γ

≤

r(t2)
(

x∆(t2)
)γ

= c, for t ∈ [t2,∞)T, and therefore x∆(t) ≤ a

r
1

γ (t)
, for t ∈ [t2,∞)T where

a := c
1

γ < 0. Integrating, we find that

x(t) = x(t2) +

∫ t

t2

x∆(s)∆s ≤ x(t2) + a

∫ t

t2

∆s

r
1

γ (s)
→ −∞ as t → ∞,
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which implies that x(t) is eventually negative. This is a contradiction. Hence
r(t)

(

x∆(t)
)γ

> 0 on [t1,∞)T and so x∆(t) > 0 on [t1,∞)T. We now show that

x∆∆(t) < 0. Since (r(t)
(

x∆(t)
)γ

)∆ < 0 on [t1,∞)T, we have after differentiation that

r∆(t)
(

x∆(t)
)γ

+ rσ(t)
(

(

x∆(t)
)γ

)∆

< 0. (2.3)

Using the Pötzsche chain rule ([3, Theorem 1.90])

(f ◦ g)∆(t) =

∫

1

0

f ′(g(t) + hµ(t)g∆(t))dh g∆(t), (2.4)

we have

(

(

x∆(t)
)γ

)∆

= γ

∫

1

0

[

x∆(t) + hµ(t)x∆∆(t)
]γ−1

dh x∆∆(t)

= γx∆∆(t)

∫

1

0

[

x∆(t) + h[x∆σ(t) − x∆(t)
]γ−1

dh

= γx∆∆(t)

∫

1

0

[

hx∆σ(t) + (1 − h)x∆(t)
]γ−1

dh. (2.5)

From (2.3) we have that

rσ(t)
(

(x∆(t))γ
)∆

< −r∆(t)
(

x∆(t)
)γ

≤ 0,

since r∆(t) ≥ 0 and x∆(t) > 0 and so it follows that

rσ(t)
(

(x∆(t))γ
)∆

< 0.

This shows by (2.5) that x∆∆(t) < 0, since the integral in (2.5) is positive. Next, we show

that
(

x(t)

t

)∆

< 0. To see this, let U(t) := x(t)− tx∆(t), then U∆(t) = −σ(t)x∆∆(t) > 0

for t ∈ [t1,∞)T. This implies that U(t) is strictly increasing on [t1,∞)T. We claim there
is a t2 ∈ [t1,∞)T such that U(t) > 0 on [t2,∞)T. Assume not, then U(t) < 0 on [t1,∞)T.
Therefore,

(

x(t)

t

)∆

=
tx∆(t) − x(t)

tσ(t)
= −

U(t)

tσ(t)
> 0, t ∈ [t1,∞)T. (2.6)

Pick t3 ∈ [t1,∞)T so that τ(t) ≥ τ(t1), for t ≥ t3. Then

x(τ(t))/τ(t) ≥ x(τ(t1))/τ(t1) =: d > 0,

so that x(τ(t)) ≥ dτ(t) for t ≥ t3. Now by integrating both sides of the dynamic equation
(1.1) from t3 to t we have

r(t)
(

x∆(t)
)γ

− r(t3)
(

x∆(t3)
)γ

+

∫ t

t3

p(s)xγ(τ(s))∆s = 0.

This implies that

r(t3)
(

x∆(t3)
)γ

≥

∫ t

t3

p(s)xγ(τ(s))∆s ≥ dγ

∫ t

t3

p(s)τγ(s)∆s. (2.7)
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Letting t → ∞ we obtain a contradiction to assumption (2.1). Hence there is a t2 ∈
[t1,∞)T such that U(t) > 0 on [t2,∞)T. Consequently,

(

x(t)

t

)∆

=
tx∆(t) − x(t)

tσ(t)
= −

U(t)

tσ(t)
< 0, t ∈ [t2,∞)T, (2.8)

and we have that
(

x(t)

t

)∆

< 0 on [t2,∞)T. This completes the proof of Lemma 2.1.

In the following, we consider the equation (1.1) in the special case r(t) ≡ 1, namely,

(
(

x∆(t)
)γ

)∆ + p(t)xγ(τ(t)) = 0, (2.9)

where γ ≥ 1 is the quotient of odd positive integers and p(t) is an rd−continuous and
positive function and τ(t) ≤ t. We introduce the following notation.

p∗ := lim inf
t→∞

tγ
∫ ∞

σ(t)

P (s)∆s, q∗ := lim inf
t→∞

1

t

∫ t

t0

sγ+1P (s)∆s, (2.10)

where P (t) := p(t)
(

τ(t)

σ(t)

)γ

and assume that l := lim inft→∞
t

σ(t)
. Note that 0 ≤ l ≤ 1. In

order for the definition of p∗ to make sense we assume that

∫ ∞

t0

P (t)∆t < ∞. (2.11)

Theorem 2.1 Assume that l > 0 and (2.11) holds. Let x(t) be an eventually positive

solution of (2.9) such that x(t) and x(τ(t)) > 0 for t ≥ t1 > t0. Let w(t) =
(

x∆
(t)

x(t)

)γ

and

r := lim inf
t→∞

tγwσ(t), and R := lim sup
t→∞

tγwσ(t), (2.12)

then

p∗ ≤ r − lγr1+
1

γ and p∗ + q∗ ≤
1

lγ(γ+1)
. (2.13)

Proof From Lemma 2.1 we get there is a T ∈ [t1,∞)T, sufficiently large, so that
x(t) satisfies the conclusions of Lemma 2.1. This implies that w(t) is positive. Using the
quotient rule and equation (2.9), we get

w∆(t) = −

(

x(τ(t))

xσ(t)

)γ

p(t) −

(

x∆(t)
)γ

(xγ(t))∆

xγ(t) (xσ(t))
γ .

Since
x(τ(t))

τ(t)
≥

x(t)

t
≥

xσ(t)

σ(t)
and x∆(t) ≥ x∆σ(t),

we get the inequality

w∆(t) ≤ −

(

τ(t)

σ(t)

)γ

p(t) −

(

x∆σ(t)
)γ

(xγ(t))∆

xγ(t) (xσ(t))
γ , (2.14)
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since x∆∆(t) < 0. By the Pötzsche chain rule, and the fact that x∆(t) > 0, we obtain

(xγ(t))
∆

= γ

∫

1

0

[

x(t) + hµ(t)x∆(t)
]γ−1

dh x∆(t)

≥ γ

∫

1

0

(x(t))
γ−1

dh x∆(t)

= γ(x(t))γ−1x∆(t). (2.15)

It follows from (2.14) and (2.15) that

w∆(t) ≤ −P (t) −

(

x∆σ(t)
)γ

γ(x(t))γ−1x∆(t)

xγ(t)(xσ(t))γ

= −P (t) − γwσ(t)w
1

γ (t).

Then w(t) satisfies the dynamic Riccati inequality

w∆(t) + P (t) + γwσ(t)w
1

γ (t) ≤ 0, for t ∈ [t1,∞)T. (2.16)

Since P (t) > 0 and w(t) > 0 for t ≥ t1, it follows from (2.16) that w∆(t) < 0 and hence
w(t) is strictly decreasing for t ∈ [T,∞)T. It follows from Lemma 2.1 that

w(t) =

(

x∆(t)

x(t)

)γ

<
1

tγ
, t ∈ [T,∞)T, (2.17)

which implies that limt→∞ w(t) = 0 and that

0 ≤ r ≤ R ≤ 1. (2.18)

Now, we prove that the first inequality in (2.13) holds. Let ǫ > 0, then by the definition
of p∗ and r we can pick t2 ∈ [T,∞)T, sufficiently large, so that

tγ
∫ ∞

σ(t)

P (s)∆s ≥ p∗ − ǫ, and tγwσ(t) ≥ r − ǫ,

for t ∈ [t2,∞)T. Integrating (2.16) from σ(t) to ∞ and using limt→∞ w(t) = 0, we have

wσ(t) ≥

∫ ∞

σ(t)

P (s)∆s + γ

∫ ∞

σ(t)

w
1

γ (s)wσ(s)∆s, t ∈ [t2,∞)T. (2.19)

It follows from (2.19) that

tγwσ(t) ≥ tγ
∫ ∞

σ(t)

P (s)∆s + γtγ
∫ ∞

σ(t)

w
1

γ (s)wσ(s)∆s

≥ (p∗ − ǫ) + γtγ
∫ ∞

σ(t)

s (wσ(s))
1

γ sγwσ(s)

sγ+1
∆s

≥ (p∗ − ǫ) + (r − ǫ)
1+

1

γ tγ
∫ ∞

σ(t)

γ

sγ+1
∆s. (2.20)
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Using the Pötzsche chain rule we get

(

−1

sγ

)∆

= γ

∫

1

0

1

[s + hµ(s)]γ+1
dh

≤

∫

1

0

( γ

sγ+1

)

dh =
γ

sγ+1
. (2.21)

Then from (2.20) and (2.21), we have

tγwσ(t) ≥ (p∗ − ǫ) + (r − ǫ)1+
1

γ

(

t

σ(t)

)γ

.

Taking the lim inf of both sides as t → ∞ we get that

r ≥ p∗ − ǫ + (r − ǫ)1+
1

γ lγ .

Since ǫ > 0 is arbitrary, we get the desired result

r ≥ p∗ + (r)1+
1

γ lγ .

To complete the proof it remains to prove the second inequality in (2.13). Since w∆(t) ≤
0, we have w(t) ≥ wσ(t), and (2.16) becomes

w∆(t) + P (t) + γ (wσ)
λ
≤ 0, t ∈ [T,∞)T, (2.22)

where λ = 1 + 1

γ
. Multiplying both sides (2.22) by tγ+1, and integrating from T to t

(t ≥ T ) we get

∫ t

T

sγ+1w∆(s)∆s ≤ −

∫ t

T

sγ+1P (s)∆s − γ

∫ t

T

sγ+1 (wσ(s))
λ

∆s.

Using integration by parts, we obtain

tγ+1w(t) ≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s − γ

∫ t

T

sγ+1 (wσ(s))λ ∆s

+

∫ t

T

(

sγ+1
)∆s

wσ(s)∆s.

But, by the Pötzsche chain rule,

(

sγ+1
)∆

= (γ + 1)

∫

1

0

[s + hµ(s)]γdh

≤ (γ + 1)

∫

1

0

[σ(s)]γdh

= (γ + 1)[σ(s)]γ . (2.23)

Hence

tγ+1w(t) ≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s +

∫ t

T

(γ + 1)(σ(s))γwσ(s)∆s

− γ

∫ t

T

sγ+1[wσ(s)]λ∆s.
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Let 0 < ǫ < l be given, then using the definition of l, we can assume, without loss of
generality, that T is sufficiently large so that

s

σ(s)
> l − ǫ, s ≥ T.

It follows that

σ(s) ≤ Ks, s ≥ T where K :=
1

l − ǫ
.

We then get that

tγ+1w(t) ≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s

+

∫ t

T

[(γ + 1)Kγsγwσ(s) − γsγ+1[wσ(s)]λ]∆s.

Let
u(s) := sγwσ(s),

then
(u(s))

γ+1

γ = sγ+1[wσ(s)]λ.

It follows that

tγ+1w(t) ≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s

+

∫ t

T

[(γ + 1)Kγu(s) − γ[u(s)]λ]∆s.

Using the inequality

Bu − Auλ ≤
γγ

(γ + 1)γ+1

Bγ+1

Aγ
, (2.24)

where A, B are constants, we get

tγ+1w(t) ≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s

+

∫ t

T

γγ

(γ + 1)γ+1

[(γ + 1)Kγ ]γ+1

γγ
∆s

≤ T γ+1w(T ) −

∫ t

T

sγ+1P (s)∆s + Kγ(γ+1)(t − T ).

It follows from this that

tγw(t) ≤
T γ+1w(T )

t
−

1

t

∫ t

T

sγ+1P (s)∆s + Kγ(γ+1)
(t − T )

t
.

Since wσ(t) ≤ w(t), we get

tγwσ(t) ≤
T γ+1w(T )

t
−

1

t

∫ t

T

sγ+1P (s)∆s + Kγ(γ+1)
(t − T )

t
.
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Taking the lim sup of both sides as t → ∞ we obtain

R ≤ −q∗ + Kγ(γ+1) = −q∗ +
1

(l − ǫ)γ(γ+1)
.

Since ǫ > 0 is arbritary, we get that

R ≤ −q∗ +
1

lγ(γ+1)
.

Using this and the first inequality in (2.13) we get

p∗ ≤ r − lγr1+
1

γ ≤ r ≤ R ≤ −q∗ +
1

lγ(γ+1)
,

which gives us the desired second inequality in (2.13).
Using Theorem 2.1 we can now easily prove the following oscillation result.

Theorem 2.2 If

p∗ = lim inf
t→∞

tγ
∫ ∞

σ(t)

p(s)

(

τ(s)

σ(s)

)γ

∆s >
γγ

lγ
2(γ + 1)γ+1

, (2.25)

then (2.9) is oscillatory on [t0,∞)T.

Proof Assume (2.9) is nonoscillatory on [t0,∞)T, then the hypotheses of Theorem
2.1 hold. From the first inequality in (2.13) we have that

p∗ ≤ r − lγr
γ+1

γ .

Using the inequality (2.24), with B = 1 and A = lγ we get that

p∗ ≤
γγ

lγ
2(γ + 1)γ+1

,

which contradicts (2.25).
Using the second inequality in Theorem 2.1 we easily get the following result

Theorem 2.3 If

p∗ + q∗ >
1

lγ(γ+1)
, (2.26)

then (2.9) is oscillatory on [t0,∞)T.

Remark 2.1 Note that when T = R, σ(t) = t and the condition (2.25) becomes

lim inf
t→∞

tγ
∫ ∞

t

p(s)

(

τ(s)

s

)γ

ds >
γγ

(γ + 1)γ+1
, (2.27)

which is a sufficient condition for oscillation of (1.17). We note that the condition (2.27)
generalizes the condition (1.14) that has been established by Erbe [6]. Also when T = N,
σ(t) = t + 1 and condition (2.25) becomes

lim inf
t→∞

tγ
∞
∑

s=t+1

p(s)

(

τ(s)

s + 1

)γ

>
γγ

(γ + 1)γ+1
, (2.28)
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which is a sufficient condition for oscillation of (1.19). We note that the condition (2.28)
may be viewed as an extension of the oscillation condition (1.20) that has been established
by Thandapani et al [16]. As a special case when τ(t) = t, the condition (2.27) becomes
the Hille condition (1.9).

Remark 2.2 We give an example which shows that the inequality (2.27) and hence
the inequality (2.19) can not be weakened. To see this let T = [1,∞), and

p(t) :=
γγ+1

(γ + 1)γ+1

1

tγ+1
, t ≥ 1,

we have that

p∗ = lim inf
t→∞

tγ
∫ ∞

t

p(s)ds =
γγ

(γ + 1)γ+1
,

and the second-order half-linear differential equation

(

(x′(t))
γ)′

+ p(t)xγ(t) = 0,

has a nonoscillatory solution x(t) = t
γ

γ+1 . This shows that the constant γγ

(γ+1)γ+1 is sharp

for the oscillation for all solutions of this equation. Note in the case when γ = 1 this
constant is 1

4
.

Theorem 2.4 Assume that (2.2) holds and that

lim sup
t→∞

tγ

r(t)

∫ ∞

t

p(s)

(

τ(s)

s

)γ

∆s > 1. (2.29)

Then every solution of (1.1) is oscillatory on [t0,∞)T.

Proof Assume x is an eventually positive solution of (1.1) on [t0,∞)T. Using Lemma
2.1 there is a t1 ∈ [t0,∞)T such that

x(t) > 0, x(τ(t)) > 0, x∆(t) > 0, x∆∆(t) < 0,
x(t)

t
> x∆(t),

on [t1,∞)T and x(t)

t
is strictly decreasing on [t1,∞)T. Then integrating both sides of the

dynamic equation (1.1) from t to T , T ≥ t ≥ t1 we obtain

∫ T

t

p(s)xγ(τ(s))∆s = r(t)(x∆(t))γ − r(T )(x∆(T ))γ .

Since x∆(t) > 0, we get that

1

r(t)

∫ T

t

p(s)xγ(τ(s))∆s ≤ (x∆(t))γ .

Since x(t)

t
is strictly decreasing and using x∆(t) <

x(t)

t
, we obtain

1

r(t)

∫ T

t

p(s)

(

τ(s)

s

)γ

xγ(s)∆s ≤
xγ(t)

tγ
.
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Since x(t) is increasing, we get

tγ

r(t)

∫ T

t

p(s)

(

τ(s)

s

)γ

∆s ≤ 1,

which implies that
tγ

r(t)

∫ ∞

t

p(s)

(

τ(s)

s

)γ

∆s ≤ 1,

which gives us the contradiction

lim sup
t→∞

tγ

r(t)

∫ ∞

t

p(s)

(

τ(s)

s

)γ

∆s ≤ 1.

Remark 2.3 When T = R, Theorem 2.4 improves the results established by Ohriska
[14] and Agarwal et al [2] for differential equations. In the case when T = N and r(t) = 1
the condition (2.29) becomes

lim sup
t→∞

tγ
∞
∑

s=t

p(s)

(

τ(s)

s

)γ

> 1, (2.30)

which is a new oscillation condition for (1.19).

Motivated by Theorem 3.1 in [15], we can prove the following result which is a new
oscillation result for equation (1.1).

Theorem 2.5 Assume that (2.2) holds. Furthermore, assume that there exists a
positive ∆−differentiable function δ(t) such that

lim sup
t→∞

∫ t

t0

[

δ(s)p(s)

(

τ(s)

σ(s)

)γ

−
r(s)((δ∆(s))+)γ+1

(γ + 1)γ+1δγ(s)

]

∆s = ∞, (2.31)

where d+(t) := max{d(t), 0} is the positive part of any function d(t). Then every solution
of equation (1.1) is oscillatory on [t0,∞)T.

Proof Assume (1.1) has a nonoscillatory solution on [t0,∞)T. Then, without loss of
generality, there is a t1 ∈ [t0,∞)T such that x(t) satisfies the conclusions of Lemma 2.1
on [t1,∞)T with x(τ(t)) > 0 on [t1,∞)T. Let δ(t) be a positive ∆ differentiable function
and consider the generalized Riccati substitution

w(t) = δ(t)r(t)

(

x∆(t)

x(t)

)γ

.

Then by Lemma 2.1, we see that the function w(t) is positive on [t1,∞)T. By the product
rule and then the quotient rule (suppressing arguments)

w∆ = δ∆

(

r(x∆)γ

xγ

)σ

+ δ

(

r(x∆)γ

xγ

)∆

=
δ∆

δσ
wσ + δ

xγ(r(x∆)γ)∆ − r(x∆)γ(xγ)∆

xγxγσ

=
δ∆

δσ
wσ +

δxγ(−pxτγ)

xγ(xσ)γ
−

δr(x∆)γ(xγ)∆

xγ(xσ)γ

=
δ∆

δσ
wσ − pδ

(

xτ

xσ

)γ

− δ
r(x∆)γ(xγ)∆

xγ(xσ)γ
.
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Using the fact that x(t)

t
and r(t)(x∆(t))γ are strictly decreasing (from Lemma 2.1) we

get
xτ (t)

xσ(t)
≥

τ(t)

σ(t)
and r(t)(x∆(t))γ ≥ rσ(t)(x∆(t))γσ.

From these last two inequalites we obtain

w∆ ≤
δ∆

δσ
wσ − δp

( τ

σ

)γ

− δ
rσ(x∆σ)γ(xγ)∆

xγ(xσ)γ
.

Using (2.15) and the definition of w we have that

w∆ ≤
δ∆

δσ
wσ − δp

( τ

σ

)γ

− γ
δ

δσ

x∆

x
wσ

=
δ∆

δσ
wσ − δp

( τ

σ

)γ

− γ
δ

δσ

r
1

γ x∆

r
1

γ x
wσ .

Since
r(t)(x∆(t))γ ≥ rσ(t)(x∆(t))γσ, and xσ(t) ≥ x(t),

we get that

w∆ ≤
δ∆

δσ
wσ − δp

( τ

σ

)γ

− γ
δ

δσ

(r
1

γ x∆)σ

r
1

γ xσ
wσ.

Using the definition of w we finally obtain

w∆ ≤
δ∆

δσ
wσ − δp

( τ

σ

)γ

− γ
δ

(δσ)λr
1

γ

(wσ)λ, (2.32)

where λ := γ+1

γ
. It follows from (2.32) that

w∆ ≤
(δ∆)+

δσ
wσ − δp

( τ

σ

)γ

− γ
δ

(δσ)λr
1

γ

(wσ)λ. (2.33)

Define A ≥ 0 and B ≥ 0 by

Aλ :=
γδ

(δσ)λr
1

γ

(wσ)λ, Bλ−1 :=
r

1

γ+1

λ(γδ)
1

λ

(δ∆)+.

Then, using the inequality (λ ≥ 1)

λABλ−1 − Aλ ≤ (λ − 1)Bλ,

we get that

(δ∆)+
δσ

wσ − γ
δ

(δσ)λr
1

γ

(wσ)λ = λABλ−1 − Aλ

≤ (λ − 1)Bλ

≤
r
(

δ∆
)γ+1

+

(γ + 1)γ+1δγ
.
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From this last inequality and (2.33) we get

w∆ ≤
r((δ∆)+)γ+1

(γ + 1)γ+1δγ
− δp

( τ

σ

)γ

.

Integrating both sides from t1 to t we get

−w(t1) ≤ w(t) − w(t1) ≤

∫ t

t1

[

r((δ∆)+)γ+1

(γ + 1)γ+1δγ
− δp

( τ

σ

)γ
]

∆s,

which leads to a contradiction, since the right hand side tends to −∞ by (2.31).

By Theorem 2.5, by choosing δ(t) = 1, t ≥ t0 we have the following oscillation result
which as a special case gives the oscillation theorem established by Agarwal et al [2,
Theorem 2.8].

Corollary 2.6 Assume that (2.2) and

lim sup
t→∞

∫ t

t0

(

τ(s)

σ(s)

)γ

p(s)∆s = ∞, (2.34)

hold. Then every solution of (1.1) is oscillatory on [t0,∞)T.

Similarly letting δ(t) = t in Theorem 2.5 we get the following result.

Corollary 2.7 Assume that (2.2) and

lim sup
t→∞

∫ t

t0

[

sp(s)

(

τ(s)

σ(s)

)γ

−
r(s)

(γ + 1)γ+1sγ

]

∆s = ∞, (2.35)

hold. Then every solution of (1.1) is oscillatory on [t0,∞)T.

Note that again when T = N, Theorem 2.5 and Corollaries 2.6 and 2.7 improve the
oscillation results that have been established by Thandapani et al [16]. In the following,
we assume that

∫ ∞

t0

∆t

r
1

γ (t)
< ∞, (2.36)

holds and establish some sufficient conditions which ensure that every solution x(t) of
(1.1) oscillates or converges to zero. The proof is similar to the proof of Theorem 3.3 in
[15] and hence is omitted.

Theorem 2.8 Assume that (2.36) and

∫ ∞

t0

[

1

r(t)

∫ t

t0

p(s)∆s

]

1

γ

∆t = ∞, (2.37)

hold. If one of the conditions (2.31), (2.34), and (2.35) holds, then every solution of
(1.1) oscillates or converges to zero.
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3 Examples

In this section we give some examples to illustrate our main results.

Example 3.1 Consider the half-linear delay dynamic equation

(

(

x∆(t)
)γ

)∆

+ p(t)xγ(τ(t)) = 0, (3.1)

where p(t) := β

tγ+1

(

σ(t)

τ(t)

)γ

, where β is a positive constant and γ ≥ 1 is the quotient of

odd positive integers. It is clear that
∫ ∞

t0

τγ(t)p(t)∆t = β

∫ ∞

t0

(

σ(t)

t

)γ
1

t
∆t ≥ β

∫ ∞

t0

∆t

t
= ∞,

(i.e., (2.1) holds). For equation (3.1), we have

p∗ = lim inf
t→∞

tγ
∫ ∞

σ(t)

p(s)

(

τ(s)

σ(s)

)γ

∆s

= β lim inf
t→∞

tγ
∫ ∞

σ(t)

∆s

sγ+1
.

But, by the Pötzsche chain rule

(

−
1

tγ

)∆

= γ

∫

1

0

dh

(t + hµ(t))γ+1
≤ γ

∫

1

0

dh

tγ+1
=

γ

tγ+1
,

so we get that

p∗ ≥
β

γ
lim inf
t→∞

(

t

σ(t)

)γ

=
β

γ
lγ .

So if

β >
γγ+1

lγ(γ+1)(γ + 1)γ+1
,

then (2.25) holds and we have by Theorem 2.2 that (3.1) is oscillatory.

Note that in the case T = R, τ(t) = t, γ = 1, we get that l = 1 and we see that β > 1

4

which is the sharp condition for the Euler–Cauchy differential equation to be oscillatory
(see [1] for related results for the delay case). Also, note that the results by Agarwal
et al [2] and Thandapani et al [16] can not be applied to equation (3.1) in the cases of
differential and difference equations.

Example 3.2 Consider the half-linear delay dynamic equation

(

tγ−1
(

x∆(t)
)γ

)∆

+
α

t2

(

σ(t)

τ(t)

)γ

xγ(τ(t)) = 0, (3.2)

for t ∈ [t0,∞)T, where α is a positive constant and γ ≥ 1 is the quotient of odd positive

integers. Here p(t) = α
t2

(

σ(t)

τ(t)

)γ

and r(t) = tγ−1. It is clear that condition (2.1) holds

and condition (2.2) is satisfied, since
∫ ∞

t0

∆t

t
γ−1

γ

= ∞, for γ ≥ 1,
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by Example 5.60 in [4]. To apply Corollary 2.7, it remains to prove that condition (2.35)
holds. To see this note that

lim sup
t→∞

∫ t

t0

[

sp(s)

(

τ(s)

σ(s)

)γ

−
r(s)

(γ + 1)γ+1sγ

]

∆s

=

(

α −
1

(γ + 1)γ+1

)

lim sup
t→∞

∫ t

t0

∆s

s
= ∞,

if α > 1

(γ+1)γ+1 . We conclude, by Corollary 2.7, that if

α >
1

(γ + 1)γ+1
,

then every solution of (3.2) is oscillatory.

Example 3.3 Consider the half-linear delay dynamic equation

(

tγ+1
(

x∆(t)
)γ

)∆

+ β

(

σ(t)

τ(t)

)γ

xγ(τ(t)) = 0, (3.3)

for t ∈ [t0,∞)
T
, where β is a positive constant and γ ≥ 1 is the quotient of odd positive

integers. In this case p(t) = β
(

σ(t)

τ(t)

)γ

and r(t) = tγ+1. It is clear that (2.1) holds and

r(t) satisfies condition (2.36) since

∫ ∞

t0

∆t

t
γ+1

γ

< ∞, γ ≥ 1,

for those time scales [t0,∞)T, where
∫ ∞

t0

1

tp ∆t < ∞ when p > 1. This holds for many

time scales (see Theorems 5.64 and 5.65 in [4] and see Example 5.63 where this result
does not hold). To see that (2.37) holds note that

∫ ∞

t0

[

1

r(t)

∫ t

t0

p(s)∆s

]

1

γ

∆t =

∫ ∞

t0

[

1

tγ+1

∫ t

t0

β

(

σ(s)

τ(s)

)γ

∆s

]

1

γ

∆t

≥

∫ ∞

t0

[

1

tγ+1

∫ t

t0

β∆s

]

1

γ

∆t

= β
1

γ

∫ ∞

t0

(

t − t0

t

)
1

γ ∆t

t
= ∞.

To apply Theorem 2.8, it remains to prove that the condition (2.31) holds.To see this
note that if δ(t) = 1, then

lim sup
t→∞

∫ t

t0

[

δ(s)p(s)

(

τ(s)

σ(s)

)γ

−
r(s)((δ∆(s))+)γ+1

(γ + 1)γ+1δγ(s)

]

∆s

= β

∫ ∞

t0

∆t = ∞.

We conclude that [t0,∞)T is a time scale where
∫ ∞

t0

1

tp ∆t < ∞ when p > 1, then, by

Theorem 2.8, every solution of (3.3) is oscillatory or converges to zero.
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Example 3.4 One can use Theorem 2.4 to show that if β > 1, then the equation

(

tγ−1
(

x∆(t)
)γ

)∆

+
βtγ−1

τγ(t)σ(t)
xγ(τ(t)) = 0,

is oscillatory for any time scale where
∫ ∞

t0

tγ−1

σ(t)
∆t = ∞. We leave the details to the

reader.
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1 Introduction

Let T be a time scale and a, b ∈ T be fixed points with a < b such that the time scale
interval

(a, b) = {t ∈ T : a < t < b}

is not empty. Throughout, all the intervals are time scale intervals. For standard notions
and notations related to time scales calculus see [1, 2].

In this paper, we deal with the nonlinear boundary value problem (BVP)

y∆∇(t) + f(t, y(t)) = 0, t ∈ (a, b), (1)

y(a) = y(b) = 0. (2)

A function y : [a, b] → R is called a solution of the BVP (1), (2) if the following
conditions are satisfied:

∗ Corresponding author: huseynov@email.com
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(a) y is continuous on [a, b] and delta differentiable on (a, b) and such that there exist
(finite) limits

y∆(a) := lim
t→a+

y∆(t) and y∆(b) := lim
t→b−

y∆(t).

(b) y∆ is ∇-differentiable on (a, b].

(c) y satisfies equation (1) and boundary conditions (2).

The main result of this paper is the following theorem.

Theorem 1.1 Suppose f : [a, b]×R → R is continuous, f(b, 0) = 0 in the case b is

left-scattered, and suppose f satisfies the Lipschitz condition

|f(t, ξ) − f(t, η)| ≤ L |ξ − η| (3)

for all t ∈ [a, b] and ξ, η ∈ R, where L > 0 is a constant (Lipschitz constant), R denotes

the set of real numbers. Suppose further that

L < λ1, (4)

where λ1 is the least positive eigenvalue of the problem

y∆∇(t) + λy(t) = 0, t ∈ (a, b), (5)

y(a) = y(b) = 0. (6)

Then the BVP (1), (2) has a unique solution.

Proof of Theorem 1.1 is presented in Section 2 and it uses a Hilbert space technique.

In Section 3, we compute the eigenvalues of (5), (6) explicitly in the cases T = R and
T = Z (the set of integers) and show that

λ1 =
π2

(b − a)2
if T = R,

and

λ1 = 4 sin2
π

2(b − a)
≥

8

(b − a)2
if T = Z.

Finally, in Section 4, we show that in the general case of arbitrary time scale T the
estimation

λ1 ≥
4

(b − a)2

holds and therefore the more explicit condition of the form

L <
4

(b − a)2

implies condition (4) of Theorem 1.1.
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2 Proof of Theorem 1.1

Denote by H the Hilbert space of all real ∇-measurable functions y : (a, b] → R such
that y(b) = 0 in the case b is left-scattered, and that

∫ b

a

y2(t)∇t < ∞,

with the inner product

〈y, z〉 =

∫

b

a

y(t)z(t)∇t

and the norm

‖y‖ =
√

〈y, y〉 =

{

∫

b

a

y2 (t)∇t

}
1

2

.

Next denote by D the set of all functions y ∈ H satisfying the following three condi-
tions:

(i) y is continuous on (a, b], y(b) = 0, there exists y(a) := limt→a+ y(t) and y(a) = 0.

(ii) y is continuously ∆-differentiable on (a, b), there exist (finite) limits

y∆(a) := lim
t→a+

y∆(t) and y∆(b) := lim
t→b−

y∆(t).

(iii) y∆ is ∇-differentiable on (a, b] and y∆∇ ∈ H.

Define the operators A : D ⊂ H → H and F : H → H by

(Ay)(t) = −y∆∇(t) for y ∈ D,

(Fy)(t) = f(t, y(t)) for y ∈ H.

Note that the operator A is linear, while F is nonlinear in general. The eigenvalues
of problem (5), (6) coincide with the eigenvalues of the operator A.

As is shown in [3], the operator A is symmetric and positive:

〈Ay, z〉 = 〈y, Az〉 for all y, z ∈ D,

〈Ay, y〉 > 0 for all y ∈ D, y 6= 0.

Further, A has N = dimH (where N ≤ ∞) orthonormal eigenfunctions ϕk which form
a basis for H and the corresponding eigenvalues are simple and positive:

Aϕk = λkϕk,

〈ϕk, ϕl〉 = 0 if k 6= l and 〈ϕk, ϕl〉 = 1 if k = l,

0 < λ1 < λ2 < . . . .

For any function u ∈ H we have (expansion formula and Parseval’s equality)

u =

N
∑

k=1

ckϕk, ck = 〈u, ϕk〉 , (7)
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‖u‖
2

= 〈u, u〉 =

N
∑

k=1

c2

k
.

In the case N = ∞ the sum in (7) becomes an infinite series and it converges to the
function u in metric of the space H. Since the operator A is positive, it is invertible. We
have

Au =

N
∑

k=1

ckλkϕk for all u ∈ D,

A−1u =

N
∑

k=1

ck

λk

ϕk for all u ∈ H,

where ck are defined in (7). Hence

∥

∥A−1u
∥

∥

2

=

N
∑

k=1

c2

k

λ2

k

≤
1

λ2

1

N
∑

k=1

c2

k =
1

λ2

1

‖u‖
2
.

Thus we have established the following result: The operator A is invertible and

∥

∥A−1u
∥

∥ ≤
1

λ1

‖u‖ for all u ∈ H. (8)

The BVP (1), (2) is equivalent to the vector equation

Ay = Fy for y ∈ D,

which can be written in the form

y = A−1Fy for y ∈ H. (9)

Note that the inverse operator A−1 maps H onto D and therefore if y ∈ H satisfies (9)
then y ∈ D. Let us set S = A−1F. Then we get that the BVP (1), (2) is equivalent to
the equation

y = Sy (y ∈ H).

The last equation is a fixed point problem.

We will use the following well-known contraction mapping theorem: Let H be a

Banach space and suppose that S : H → H is a contraction mapping, i.e., there is an α,

0 < α < 1, such that ‖Su − Sv‖ ≤ α ‖u − v‖ for all u, v ∈ H. Then S has a unique fixed

point in H.

It will be sufficient to show that the operator S = A−1F is a contraction mapping on
the space H. We have, using (8),

‖Su − Sv‖ =
∥

∥A−1Fu − A−1Fv
∥

∥

=
∥

∥A−1(Fu − Fv)
∥

∥

≤
1

λ1

‖Fu − Fv‖ . (10)
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Next, making use of the Lipschitz condition (3), we get

‖Fu − Fv‖
2

=

∫

b

a

|f(t, u(t)) − f(t, v(t))|
2
∇t

≤ L2

∫ b

a

|u(t) − v(t)|
2
∇t

= L2 ‖u − v‖
2

so that
‖Fu − Fv‖ ≤ L ‖u − v‖ for all u, v ∈ H.

Thus, from (10) we obtain

‖Su − Sv‖ ≤
L

λ1

‖u − v‖ for all u, v ∈ H.

Consequently, we see that under the condition (4), S is a contraction mapping and hence
it has a unique fixed point in H by the contraction mapping theorem. Theorem 1.1 is
proved.

Remark 2.1 The condition that functions y ∈ H satisfy y(b) = 0 in the case b is
left-scattered guarantees the density of D in H (this is needed for the operator theory)
and the condition that f(b, 0) = 0 in the case b is left-scattered guarantees Fy ∈ H for
y ∈ H.

3 Examples

In the case T = R, problem (1), (2) takes the form

y′′(t) + f(t, y(t)) = 0, t ∈ (a, b),

y(a) = y(b) = 0,

and eigenvalue problem (5), (6) takes the form

y′′(t) + λy(t) = 0, t ∈ (a, b), (11)

y(a) = y(b) = 0. (12)

The eigenvalues of (11), (12) are

λk =
π2k2

(b − a)2
(k = 1.2, . . .)

with the corresponding orthonormal eigenfunctions

ϕk(t) = αk sin
πk(t − a)

b − a
(k = 1, 2, . . .),

where αk are normirating constants. Therefore in this case

λ1 =
π2

(b − a)2
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and condition (4) becomes

L <
π2

(b − a)2
.

In the case T = Z, problem (1), (2) takes the form

y(t − 1) − 2y(t) + y(t + 1) + f(t, y(t)) = 0, t ∈ [a + 1, b − 1],

y(a) = y(b) = 0,

and eigenvalue problem (5), (6) takes the form

y(t − 1) − 2y(t) + y(t + 1) + λy(t) = 0, t ∈ [a + 1, b − 1], (13)

y(a) = y(b) = 0. (14)

The eigenvalues of (13), (14) are (cf. [4, Chap.7])

λk = 4 sin2
πk

2(b − a)
(1 ≤ k ≤ b − a − 1)

with the corresponding orthonormal eigenfunctions

ϕk(t) = αk sin
πk(t − a)

b − a
(1 ≤ k ≤ b − a − 1),

where αk are normirating constants. Therefore

λ1 = 4 sin2
π

2(b − a)

and condition (4) becomes

L < 4 sin2
π

2(b − a)
. (15)

Since b − a ≥ 2, using the inequality

sin x ≥
2
√

2

π
x for 0 ≤ x ≤

π

4
,

we have that

sin2
π

2(b − a)
≥

8

π2
.

π2

4(b − a)2
=

2

(b − a)2

and, therefore, the condition of the form

L <
8

(b − a)2

implies condition (15).
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4 An Estimation for λ1 in General Case

In the case of arbitrary time scale T we have (8). Besides, from Aϕ1 = λ1ϕ1 we have

∥

∥A−1ϕ1

∥

∥ =

∥

∥

∥

∥

1

λ1

ϕ1

∥

∥

∥

∥

=
1

λ1

.

Consequently,
∥

∥A−1
∥

∥ =
1

λ1

. (16)

On the other hand, the inverse operator A−1 has the form (see [3])

(A−1u)(t) =

∫ b

a

G(t, s)u(s)∇s for any u ∈ H,

where

G(t, s) =
1

b − a

{

(t − a)(b − s) if t ≤ s,

(s − a)(b − t) if t ≥ s,
(17)

Hence

∥

∥A−1u
∥

∥

2

=

∫ b

a

∣

∣

∣

∣

∣

∫ b

a

G(t, s)u(s)∇s

∣

∣

∣

∣

∣

2

∇t

≤ ‖u‖
2

∫ b

a

∫ b

a

|G(t, s)|
2
∇s∇t

so that

∥

∥A−1
∥

∥ ≤

{

∫ b

a

∫ b

a

|G(t, s)|
2
∇s∇t

}
1

2

.

Therefore, taking into account (16), we get

λ1 ≥

{

∫ b

a

∫ b

a

|G(t, s)|
2
∇s∇t

}−
1

2

. (18)

Next, from (17) it follows that

0 ≤ G(t, s) ≤
1

b − a
(s − a)(b − s)

for all t and s in [a, b]. Therefore
∫ b

a

∫ b

a

|G(t, s)|
2
∇s∇t ≤

1

(b − a)2

∫ b

a

∫ b

a

(s − a)2(b − s)2∇s∇t

and observing that

0 ≤ (s − a)(b − s) ≤
(b − a)2

4
for s ∈ [a, b],

we find
∫

b

a

∫

b

a

|G(t, s)|2 ∇s∇t ≤
(b − a)4

16
.

Comparing this with (18), we obtain

λ1 ≥
4

(b − a)2
.
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1 Introduction

The first papers on eigenvalue problems for linear ∆-differential equations on time scales
were fulfilled by Agarwal, Bohner, and Wong in [1] and Chyan, Davis, Henderson, and
Yin in [6]. In [1], an oscillation theorem is offered for Sturm-Liouville eigenvalue problem
on time scales with separated boundary conditions and Rayleigh’s principle is established
for the eigenvalues. In [6], the theory of positive operators with respect to a cone in a
Banach space is applied to eigenvalue problems associated with the second order linear
∆-differential equations on time scales to prove existence of a smallest positive eigenvalue
and then a theorem is established comparing the smallest positive eigenvalues for two
problems of that type.

Recently, Guseinov [7] investigated eigenfunction expansions for the simple Sturm–
Liouville eigenvalue problem

−y∆∇(t) = λy(t), t ∈ (a, b), (1)

y(a) = y(b) = 0, (2)

∗ Corresponding author: Adil.Huseynov@science.ankara.edu.tr

c© 2009 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/www.e-ndst.kiev.ua 77
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where a and b are some fixed points in a time scale T with a < b and such that the
time scale interval (a, b) is not empty. In that paper [7], existence of the eigenvalues and
eigenfunctions for problem (1), (2) is proved and mean square convergent and uniformly
convergent expansions in eigenfunctions are established.

In the present paper, we extend the results of [7] to the more general eigenvalue
problem

−[p(t)y∆(t)]∇ + q(t)y(t) = λy(t), t ∈ (a, b], (3)

y(a) − hy[∆](a) = 0, y(b) +Hy[∆](b) = 0, (4)

where y[∆](t) = p(t)y∆(t) is the so-called quasi ∆-derivative of y(t).
We will assume that the following two conditions are satisfied.

(C1) p(t) is continuous on [a, b] and continuously ∇-differentiable on (a, b], q(t) is piece-
wise continuous on [a, b], h and H are given real numbers.

(C2) p(t) > 0, q(t) ≥ 0 for t ∈ [a, b], and h ≥ 0, H ≥ 0.

The paper is organized as follows. In Section 2, the Hilbert-Schmidt theorem on self-
adjoint completely continuous operators is applied to show that the eigenvalue problem
(3), (4) has a system of eigenfunctions that forms an orthonormal basis for an appropriate
Hilbert space. This yields mean square convergent (that is, convergent in an L2-metric)
expansions in eigenfunctions. In Section 3, uniformly convergent expansions in eigen-
functions are obtained when the expanded functions satisfy some smoothness conditions.
In the last Section 4, two special cases are described.

Finally, for easy reference, we state here two integration by parts formulas on time
scales which are employed in the subsequent sections.

Let T be a time scale and a, b ∈ T be fixed points with a < b such that the time scale
interval

(a, b) = {t ∈ T : a < t < b}

is not empty. Throughout, all the intervals are time scale intervals. For standard notions
and notations connected to time scales calculus we refer to [4, 5].

Theorem 1.1 (see [7, Theorem 2.4]). Let f and g be continuous functions on [a, b].
Suppose that f is ∆-differentiable on [a, b) with the continuous ∆-derivative f∆ that is ∆-
integrable over [a, b) and g is ∇-differentiable on (a, b] with the continuous ∇-derivative
g∇ that is ∇-integrable over (a, b]. Then:

∫ b

a

f∆(t)g(t)∆t = f(t)g(t) |ba −

∫ b

a

f(t)g∇(t)∇t, (5)

∫ b

a

g∇(t)f(t)∇t = g(t)f(t) |ba −

∫ b

a

g(t)f∆(t)∆t. (6)

2 L2-convergent Expansions

Denote by H the Hilbert space of all real ∇-measurable functions y : (a, b] → R such
that y(b) = 0 in the case b is left-scattered and H = 0, and that

∫ b

a

y2(t)∇t <∞,
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with the inner product

〈y, z〉 =

∫ b

a

y(t)z(t)∇t

and the norm

‖y‖ =
√

〈y, y〉 =

{

∫ b

a

y2 (t)∇t

}1/2

.

Next denote by D the set of all functions y ∈ H satisfying the following three condi-
tions:

(i) y is continuous on [a, σ(b)], where σ denotes the forward jump operator.

(ii) y∆(t) is defined for t ∈ [a, b] and

y(a) − hy[∆](a) = 0, y(b) +Hy[∆](b) = 0, (7)

where y[∆](t) = p(t)y∆(t).

(iii) p(t)y∆(t) is ∇-differentiable on (a, b] and [p(t)y∆(t)]∇ ∈ H.

Obviously D is a linear subset dense in H. Now we define the operatorA : D ⊂ H → H
as follows. The domain of definition of A is D and we put

(Ay)(t) = −[p(t)y∆(t)]∇ + q(t)y(t), t ∈ (a, b],

for y ∈ D.

Definition 2.1 A complex number λ is called an eigenvalue of problem (3), (4) if
there exists a nonidentically zero function y ∈ D such that

−[p(t)y∆(t)]∇ + q(t)y(t) = λy(t), t ∈ (a, b].

The function y is called an eigenfunction of problem (3), (4), corresponding to the eigen-
value λ.

We see that the eigenvalue problem (3), (4) is equivalent to the equation

Ay = λy, y ∈ D, y 6= 0. (8)

Theorem 2.1 Under the condition (C1) we have, for all y, z ∈ D,

〈Ay, z〉 = 〈y,Az〉 , (9)

〈Ay, y〉 = h[y[∆](a)]2 +H [y[∆](b)]2 +

∫ b

a

p(t)
[

y∆(t)
]2

∆t+

∫ b

a

q(t)y2(t)∇t. (10)

Proof Using integration by parts formulas (5), (6), we have for all y, z ∈ D,

〈Ay, z〉 =

∫ b

a

{−[p(t)y∆(t)]∇ + q(t)y(t)}z(t)∇t

= −p(t)y∆(t)z(t) |ba +

∫ b

a

p(t)y∆(t)z∆(t)∆t+

∫ b

a

q(t)y(t)z(t)∇t

= −p(t)y∆(t)z(t) |ba +y(t)p(t)z∆(t) |ba

−

∫ b

a

y(t)[p(t)z∆(t)]∇∇t+

∫ b

a

q(t)y(t)z(t)∇t

=

∫ b

a

y(t){−[p(t)z∆(t)]∇ + q(t)z(t)}∇t = 〈y,Az〉 ,
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where we have used the boundary conditions (7) for functions y, z ∈ D.
Simultaneously we have also got

〈Ay, y〉 = −p(t)y∆(t)y(t) |ba +

∫ b

a

p(t)
[

y∆(t)
]2

∆t+

∫ b

a

q(t)y2(t)∇t

= h[y[∆](a)]2 +H [y[∆](b)]2 +

∫ b

a

p(t)
[

y∆(t)
]2

∆t+

∫ b

a

q(t)y2(t)∇t.

The theorem is proved.

Relation (9) shows that the operator A is symmetric (self-adjoint), while (10) shows
that, under the additional condition (C2), it is positive:

〈Ay, y〉 > 0 for all y ∈ D, y 6= 0.

Therefore all eigenvalues of the operator A are real and positive and any two eigenfunc-
tions corresponding to the distinct eigenvalues are orthogonal. Besides, it can easily be
seen that eigenvalues of problem (3), (4) are simple, that is, to each eigenvalue there
corresponds a single eigenfunction up to a constant factor (equation (3) cannot have two
linearly independent solutions satisfying the condition y(a) − hy[∆](a) = 0).

Now we are going to prove the existence of eigenvalues for problem (3), (4).
Note that

kerA = {y ∈ D : Ay = 0}

consists only of the zero element. Indeed, if y ∈ D and Ay = 0, then from (10) we have
by the condition (C2) that y∆(t) = 0 for t ∈ [a, b) and hence y(t) =constant on [a, b].
Then using boundary conditions (7) we get that y(t) ≡ 0.

It follows that the inverse operator A−1 exists. To present its explicit form we intro-
duce the Green function (see [2, 3])

G(t, s) = −
1

ω

{

u(t)v(s), if t ≤ s,

u(s)v(t), if t ≥ s,
(11)

where u(t) and v(t) are solutions of the equation

−[p(t)y∆(t)]∇ + q(t)y(t) = 0, t ∈ (a, b],

satisfying the initial conditions

u(a) = h, u[∆](a) = 1; v(b) = H, v[∆](b) = −1,

and

ω = Wt(u, v) = u(t)v[∆](t) − u[∆](t)v(t),

the Wronskian of the solutions u, v, is constant so that

ω = −v(a) + hv[∆](a) = −u(b) −Hu[∆](b).

Note that ω 6= 0. Otherwise we would have u ∈ D and Au = 0 so that u ∈ kerA. But
this is a contradiction, since we showed above that kerA = {0}, while u is not equal to
the zero element (we have u[∆](a) = 1).
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Then

(A−1f)(t) =

∫ b

a

G(t, s)f(s)∇s for any f ∈ H. (12)

The equations (11) and (12) imply that A−1 is a completely continuous (or compact)
self-adjoint linear operator in the Hilbert space H.

The eigenvalue problem (8) is equivalent (note that λ = 0 is not an eigenvalue of A)
to the eigenvalue problem

Bg = µg, g ∈ H, g 6= 0,

where

B = A−1 and µ =
1

λ
.

In other words, if λ is an eigenvalue and y ∈ D is a corresponding eigenfunction for
A, then µ = λ−1 is an eigenvalue for B with the same corresponding eigenfunction y;
conversely, if µ 6= 0 is an eigenvalue and g ∈ H is a corresponding eigenfunction for B,
then g ∈ D and λ = µ−1 is an eigenvalue for A with the same eigenfunction g.

Note that µ = 0 cannot be an eigenvalue for B. In fact, if Bg = 0, then applying A
to both sides we get that g = 0.

Next we use the following well-known Hilbert-Schmidt theorem (see, for example,
[8, Section 24.3]): For every completely continuous self-adjoint linear operator B in a
Hilbert space H there exists an orthonormal system {ϕk} of eigenvectors corresponding
to eigenvalues {µk} (µk 6= 0) such that each element f ∈ H can be written uniquely in
the form

f =
∑

k

ckϕk + ψ,

where ψ ∈ kerB, that is, Bψ = 0. Moreover,

Bf =
∑

k

µkckϕk

and if the system {ϕk} is infinite, then limµk = 0 (k → ∞).
As a corollary of the Hilbert-Schmidt theorem we have: If B is a completely con-

tinuous self-adjoint linear operator in a Hilbert space H and if kerB = {0}, then the
eigenvectors of B form an orthogonal basis of H.

Applying the corollary of the Hilbert-Schmidt theorem to the operator B = A−1 and
using the above described connection between the eigenvalues and eigenfunctions of A
and the eigenvalues and eigenfunctions of B we obtain the following result.

Theorem 2.2 Under the conditions (C1) and (C2), for the eigenvalue problem (3),
(4) there exists an orthonormal system {ϕk} of eigenfunctions corresponding to eigen-
values {λk}. Each eigenvalue λk is positive and simple. The system {ϕk} forms an
orthonormal basis for the Hilbert space H. Therefore the number of the eigenvalues is
equal to N = dimH. Any function f ∈ H can be expanded in eigenfunctions ϕk in the
form

f(t) =

N
∑

k=1

ckϕk(t), (13)

where ck are the Fourier coefficients of f defined by

ck =

∫ b

a

f(t)ϕk(t)∇t. (14)
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In the case N = ∞ the sum in (13) becomes an infinite series and it converges to the
function f in metric of the space H, that is, in mean square metric:

lim
n→∞

∫ b

a

[

f(t) −

n
∑

k=1

ckϕk(t)

]2

∇t = 0. (15)

Note that since

∫ b

a

[

f(t) −

n
∑

k=1

ckϕk(t)

]2

∇t =

∫ b

a

f2(t)∇t−

n
∑

k=1

c2k,

we get from (15) the Parseval equality

∫ b

a

f2(t)∇t =

N
∑

k=1

c2k. (16)

Remark 2.1 Above in the definition of the Hilbert space H we required the condition
y(b) = 0 for functions y : (a, b] → R in H in the case b is left-scattered and H = 0. This
is needed to ensure that D is dense in H which in turn is essential for the theory of
operators.

Remark 2.2 It is easy to see that the dimension of the space H is finite if and only
if the time scale interval (a, b] consists of a finite number of points and in this case dimH
is equal to the number of points in the interval (a, b] if H 6= 0, and to the number of
points in the interval (a, b) if H = 0.

Remark 2.3 If we denote by ϕ(t, λ) the solution of equation (3) satisfying the initial
conditions

ϕ(a, λ) = h, ϕ[∆](a, λ) = 1,

then the eigenvalues of problem (3), (4) will coincide with the zeros of the function
χ(λ) = ϕ(b, λ) +Hϕ[∆](b, λ), the characteristic function of problem (3), (4). So we have
proved existence of zeros of χ(λ) by proving existence of eigenvalues of problem (3), (4).
It is possible (see [1]) to prove existence of zeros of χ(λ) directly and to get in this way
existence of the eigenvalues.

3 Uniformly Convergent Expansions

In this section, assuming that the conditions (C1) and (C2) formulated in Section 1 are
satisfied, we prove the following result (we assume that dimH = ∞, since in the case
dimH <∞ the series becomes a finite sum).

Theorem 3.1 Let f : [a, b] → R be a function such that it has a ∆-derivative f∆(t)
everywhere on [a, b], except at a finite number of points t1, t2, . . . , tm belonging to (a, b),
the ∆-derivative being continuous everywhere except at these points, at which f∆ has
finite limits from the left and right. Besides assume that f satisfies the boundary condi-
tions

f(a) − hf [∆](a) = 0, f(b) +Hf [∆](b) = 0, (17)
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where f [∆](t) = p(t)f∆(t). Then the series

∞
∑

k=1

ckϕk(t), (18)

where

ck =

∫ b

a

f(t)ϕk(t)∇t, (19)

converges uniformly on [a, b] to the function f.

Proof We employ a method applied in the case of the usual (T = R) Sturm-Liouville
problem by V. A. Steklov (see [9, Section 182]). First for simplicity we assume that the
function f is ∆-differentiable everywhere on [a, b] and that f∆ is continuous on [a, b].
Consider the functional

J(y) = h[y[∆](a)]2 +H [y[∆](b)]2 +

∫ b

a

p(t)
[

y∆(t)
]2

∆t+

∫ b

a

q(t)y2(t)∇t

so that we have J(y) ≥ 0. Substituting in the functional J(y)

y = f(t) −

n
∑

k=1

ckϕk(t),

where ck are defined by (19), we obtain

J

(

f −

n
∑

k=1

ckϕk

)

= h

[

f [∆](a) −

n
∑

k=1

ckϕ
[∆]

k (a)

]2

+H

[

f [∆](b) −

n
∑

k=1

ckϕ
[∆]

k (b)

]2

+

∫ b

a

p

(

f∆ −

n
∑

k=1

ckϕ
∆

k

)2

∆t+

∫ b

a

q

(

f −

n
∑

k=1

ckϕk

)2

∇t

= h[f [∆](a)]2 +H [f [∆](b)]2 − 2

n
∑

k=1

ck[hf [∆](a)ϕ
[∆]

k (a) +Hf [∆](b)ϕ
[∆]

k (b)]

+

n
∑

k,l=1

ckcl[hϕ
[∆]

k (a)ϕ
[∆]

l (a) +Hϕ
[∆]

k (b)ϕ
[∆]

l (b)]

+

∫ b

a

pf∆2∆t+

∫ b

a

qf2∇t− 2

n
∑

k=1

ck

(

∫ b

a

pf∆ϕ∆

k ∆t+

∫ b

a

qfϕk∇t

)

+

n
∑

k,l=1

ckcl

(

∫ b

a

pϕ∆

k ϕ
∆

l ∆t+

∫ b

a

qϕkϕl∇t

)

. (20)
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Next, applying integration by parts formula (5), we get

∫ b

a

pf∆ϕ∆

k ∆t+

∫ b

a

qfϕk∇t

= p(t)f(t)ϕ∆

k (t) |ba +

∫ b

a

f
[

−(pϕ∆

k )∇ + qϕk

]

∇t

= f(b)ϕ
[∆]

k (b) − f(a)ϕ
[∆]

k (a) + λk

∫ b

a

fϕk∇t

= −Hf [∆](b)ϕ
[∆]

k (b)] − hf [∆](a)ϕ
[∆]

k (a) + λkck,

∫ b

a

pϕ∆

k ϕ
∆

l ∆t+

∫ b

a

qϕkϕl∇t

= p(t)ϕk(t)ϕ∆

l (t) |ba +

∫ b

a

ϕk[−(pϕ∆

l )∇ + qϕl]∇t

= ϕk(b)ϕ
[∆]

l (b) − ϕk(a)ϕ
[∆]

l (a) + λl

∫ b

a

ϕkϕl∇t

= −hϕ
[∆]

k (a)ϕ
[∆]

l (a) −Hϕ
[∆]

k (b)ϕ
[∆]

l (b) + λlδkl,

where δkl is the Kronecker symbol and where we have used the boundary conditions (17),

ϕk(a) − hϕ
[∆]

k (a) = 0, ϕk(b) +Hϕ
[∆]

k (b) = 0, (21)

and the equation
−[p(t)ϕ∆

k (t)]∇ + q(t)ϕk(t) = λkϕk(t).

Therefore we have from (20)

J

(

f −

n
∑

k=1

ckϕk

)

= h[f [∆](a)]2 +H [f [∆](b)]2

+

∫ b

a

(pf∆2 + qf2)∆t−

n
∑

k=1

λkc
2

k.

Since the left-hand side is nonnegative, we get the inequality

∞
∑

k=1

λkc
2

k ≤ h[f [∆](a)]2 +H [f [∆](b)]2 +

∫ b

a

(pf∆2 + qf2)∆t (22)

analogous to Bessel’s inequality, and the convergence of the series on the left follows. All
the terms of this series are nonnegative, since λk > 0.

Note that the proof of (22) is entirely unchanged if we assume that the function f

satisfies only the conditions stated in the theorem. Indeed, when integrating by parts,
it is sufficient to integrate over the intervals on which f∆ is continuous and then add all
these integrals (the integrated terms vanish by (17), (21), and the fact that f, ϕk, and
ϕ∆

k are continuous on [a, b]).
We now show that the series

∞
∑

k=1

|ckϕk(t)| (23)
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is uniformly convergent on the interval [a, b].Obviously from this the uniform convergence
of series (18) will follow.

Using the integral equation

ϕk(t) = λk

∫ b

a

G(t, s)ϕk(s)∇s

which follows from ϕk = λkA
−1ϕk by (12), we can rewrite (23) as

∞
∑

k=1

λk |ckgk(t)| , (24)

where

gk(t) =

∫ b

a

G(t, s)ϕk(s)∇s

can be regarded as the Fourier coefficient of G(t, s) as a function of s. By using inequality
(22), we can write

∞
∑

k=1

λkg
2

k(t) ≤ h[p(a)G∆S (t, a)]2 +H [p(b)G∆S(t, b)]2

+

∫ b

a

[

p(s)G∆S2(t, s) + q(s)G2(t, s)
]

∆s, (25)

where G∆S(t, s) is the delta derivative ofG(t, s) with respect to s. The function appearing
under the integral sign is bounded (see (11)), and it follows from (25) that

∞
∑

k=1

λkg
2

k(t) ≤M,

where M is a constant. Now replacing λk by
√
λk

√
λk, we apply the Cauchy-Schwarz

inequality to the segment of series (24):

m+p
∑

k=m

λk |ckgk(t)| ≤

√

√

√

√

m+p
∑

k=m

λkc
2

k

√

√

√

√

m+p
∑

k=m

λkg
2

k(t)

≤

√

√

√

√

m+p
∑

k=m

λkc
2

k

√

M,

and this inequality, together with the convergence of the series with terms λkc
2

k (see
(22)), at once implies that series (24), and hence series (23) is uniformly convergent on
the interval [a, b].

Denote the sum of series (18) by f1(t) :

f1(t) =

∞
∑

k=1

ckϕk(t). (26)
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Since the series in (26) is convergent uniformly on [a, b], we can multiply both sides of
(26) by ϕl(t) and then ∇ integrate it term-by-term to get

∫ b

a

f1(t)ϕl(t)∇t = cl.

Therefore the Fourier coefficients of f1 and f are the same. Then the Fourier coefficients
of the difference f1 − f are zero and applying the Parseval equality (16) to the function
f1 − f we get that f1 − f = 0, so that the sum of series (18) is equal to f(t).

4 Examples

1. In the case T = R of reals, for functions y : T → R we have

y∆(t) = y∇(t) = y′(t), t ∈ R,

and problem (3), (4) becomes

−[p(t)y′(t)]′ + q(t)y(t) = λy(t), t ∈ (a, b], (27)

y(a) − hy[1](a) = 0, y(b) +Hy[1](b) = 0, (28)

where y[1](t) = p(t)y′(t), p(t) is continuously differentiable and q(t) is piecewise continu-
ous on [a, b], and

p(t) > 0, q(t) ≥ 0 for t ∈ [a, b], and h ≥ 0, H ≥ 0.

Theorem 2.2 and Theorem 3.1 give expansion results for the ordinary Sturm-Liouville
problem (27), (28). Such results for problem (27), (28) in the case h = H = 0 were
established earlier by V. A. Steklov (see [9, Section 182]).

2. In the case T = Z of integers, for functions y : T → Z we have

y∆(t) = y(t+ 1) − y(t), y∇(t) = y(t) − y(t− 1), t ∈ Z,

and problem (3), (4) can be written in the form

−p(t− 1)y(t− 1) + q1(t)y(t) − p(t)y(t+ 1) = λy(t), t ∈ [a+ 1, b], (29)

[1 +hp(a)]y(a)− hp(a+ 1)y(a+ 1) = 0, [1−Hp(b)]y(b)+Hp(b+ 1)y(b+ 1) = 0, (30)

where [a+1, b] = {a+1, a+2, . . . , b} is a discrete interval, {y(t)}b+1

t=a is a desired solution,
q1(t) = p(t− 1) + p(t) + q(t),

p(t) > 0 for t ∈ [a, b+ 1], q(t) ≥ 0 for t ∈ [a+ 1, b], and h ≥ 0, H ≥ 0.

Consider two possible cases separately.
(i) Let H 6= 0. Then we have, from (30),

y(a) =
hp(a+ 1)

1 + hp(a)
y(a+ 1), y(b+ 1) = −

1 −Hp(b)

Hp(b+ 1)
y(b). (31)

Taking (31) into account in (29), we can rewrite problem (29), (30) in the form

Jy = λy,
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where J is the (b− a)× (b− a) matrix and y is the (b− a)× 1 column vector of the form

J =























α1 β1 0 · · · 0 0 0
β1 α2 β2 · · · 0 0 0
0 β2 α3 · · · 0 0 0
...

... · · ·
. . .

...
...

...
0 0 0 · · · αb−a−2 βb−a−2 0
0 0 0 · · · βb−a−2 αb−a−1 βb−a−1

0 0 0 · · · 0 βb−a−1 αb−a























, (32)

y = [y(a+ 1), y(a+ 2), . . . y(b− 1), y(b)]T ,

where

α1 = q1(a+ 1) −
hp(a)p(a+ 1)

1 + hp(a)
, αb−a = q1(b) +

p(b)[1 −Hp(b)]

Hp(b+ 1)
, (33)

αi = q1(a+ i), i ∈ {2, 3, . . . , b− a− 1}, (34)

βi = −p(a+ i), i ∈ {1, 2, . . . , b− a− 1}, (35)

T denotes the transpose. Therefore Theorem 2.2 expresses simply an expansion in eigen-
vectors of the matrix J defined by (32).

(ii) If H = 0, then from (30) we have

y(b) = 0 (36)

and equation (29) gives, for t = b,

−p(b− 1)y(b− 1) − p(b)y(b+ 1) = 0,

whence

y(b+ 1) = −
p(b− 1)

p(b)
y(b− 1). (37)

Therefore, in the case H = 0, problem (29), (30) is equivalent to the eigenvalue problem

Jy = λy, (38)

where J is the (b− a− 1)× (b− a− 1) matrix and y is the (b− a− 1)× 1 column vector
of the form

J =























α1 β1 0 · · · 0 0 0
β1 α2 β2 · · · 0 0 0
0 β2 α3 · · · 0 0 0
...

... · · ·
. . .

...
...

...
0 0 0 · · · αb−a−3 βb−a−3 0
0 0 0 · · · βb−a−3 αb−a−2 βb−a−2

0 0 0 · · · 0 βb−a−2 αb−a−1























,

y = [y(a+ 1), y(a+ 2), . . . y(b− 2), y(b− 1)]T , (39)

where the numbers αi, βi are defined as in (33)–(35). In the case H = 0, the equivalence
of problem (29), (30) to the problem (38) means that if {y(t)}b+1

t=a is a solution of problem
(29), (30), then the column vector y of the form (39), formed by using that solution, is
a solution of equation (38), and conversely, if a column vector y of the form (39) is a
solution of (38) then {y(t)}b+1

t=a in which the values y(a+1), y(a+2), . . . y(b−2), y(b−1)
are taken from the vector (39) and the components y(a), y(b), and y(b + 1) are defined
by (31), (36), and (37), respectively, is a solution of problem (29), (30).
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1 Introduction

We assume the reader is familiar with the notation and basic results for dynamic equa-
tions on time scales. For a review of this topic we direct the reader to the monographs
[5], [6] and [10].

Let T be a time scale that is unbounded above. By the notation [a, b] we mean

[a, b] = {t ∈ T : a ≤ t ≤ b}

unless otherwise specified. The intervals [a, b), (a, b], and (a, b) are defined similarly.
In this note we examine the existence of solutions of the nonlinear functional neutral
dynamical equation

x∆(t) = f
(

t, x(t), x∆(t− h(t))
)

+ g
(

t, x(t), x(t − h(t))
)

; t, t− h(t) ∈ T, (1)

where f, g and h are continuous, h : T → [0, h0] for some positive constant h0 ∈ T, and
f, g : T × R × R → R.

The first and third authors have considered a variation of (1); namely, in [11] they
studied the existence of periodic solutions of the neutral dynamical system

x∆(t) = −a(t)xσ(t) + c(t)x∆(t− h(t)) + g
(

x(t), x(t − h(t))
)

, t, t− h(t) ∈ T, (2)

where T is a periodic time scale and a, b and h are periodic. In [12], the first and third
authors showed

x∆(t) = −a(t)xσ(t) + (Q(t, x(t), x(t − g(t))))
∆

+G
(

t, x(t), x(t− g(t))
)

, t ∈ T, (3)

has a periodic solution. In both papers, the authors obtained the existence of a periodic
solution using a Krasnosel’skĭı fixed point theorem. Moreover, under a slightly more
stringent inequality they showed that the periodic solution is unique using the contraction
mapping principle. The authors also showed that the zero solution was asymptotically
stable using the contraction mapping principle provided that Q(t, 0, 0) = G(t, 0, 0) = 0.

In obtaining the existence of a periodic solution of (2) and (3) and the stability of
the zero solution of (3), the authors inverted (2) and (3) and generated a variation of
parameters-like formula. This formula was the sum of two mappings; one mapping was
shown to be compact and the other was shown to be a contraction. We remark that the
inversion of either (2) or (3) was made possible by the linear term −a(t)xσ(t), a luxury
that (1) does not enjoy.

A neutral differential equation is an equation where the immediate growth rate is
affected by the past growth rate. This can be observed in the behavior of a stock price or
the growth of a child. Also, in the case T = R, neutral equations arise in circuit theory
(see [3]) and in the study of drug administration and populations, (see [4], [13], [14]).
This paper extends the results of [7] to time scales. Also, it is worth mentioning that the
book [8] contains a wealth of information regarding stability and periodicity using fixed
point theory.

Now we state Krasnosel’skĭı’s fixed point theorem which enables us to prove the
existence of a solution. For its proof we refer the reader to [16].

Theorem 1.1 (Krasnosel’skĭı) Let M be a closed convex nonempty subset of a
Banach space

(

B, ‖ · ‖
)

. Suppose that A and B map M into B such that
(i) x, y ∈ M, implies Ax+By ∈ M,
(ii) A is compact and continuous,
(iii) B is a contraction mapping.

Then there exists z ∈ M with z = Az +Bz.
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2 Existence

For emphasis, we consider

x∆(t) = f
(

t, x(t), x∆(t− h(t))
)

+ g
(

t, x(t), x(t − h(t))
)

; t, t− h(t) ∈ T, (4)

where f, g and h are continuous, h : T → [0, h0] for some positive constant h0 ∈ T,

f, g : T × R × R → R.

Since our equation has a delay and the derivative enters nonlinearly on the right side,
we must ask for an initial function η ∈ C1([−h0, 0),R) whose ∆-derivative at 0 satisfies
the expression

η∆(0) = f
(

0, η(0), η∆(−h(0))
)

+ g
(

0, η(0), η(−h(0))
)

. (5)

In the next definition, we state what we mean by a solution for (4) in terms of a given
initial function.

Definition 2.1 Let η ∈ C1([−h0, 0),R) be a given bounded initial function that
satisfies (5). We say x(t, η) is a solution of (4) on an interval [−h0, r), r > 0, r ∈ T, if
x(t, η) = η(t) on [−h0, 0] and satisfies (4) on [0, r).

The above definition allows us to continue the solution on [r, r1), for some r1 > r under
the requirement of certain conditions.

Let Crd = Crd([−h0, r],R) be the space of all rd-continuous functions and define the
set S by

S =
{

ϕ ∈ Crd : ϕ(t) = η∆(t) on [−h0, 0]
}

.

Then
(

S, ν
)

is a complete metric space, where ν(ϕ, ψ) = ‖ϕ−ψ‖ = sup
t∈[0,r]

{|ϕ(t)−ψ(t)|}.

If ϕ ∈ S, we define

Φ(t) =

{

η(t), t ∈ [−h0, 0],

η(0) +
∫ t

0
ϕ(s)∆s, t ∈ [0, r].

It is clear that Φ∆(t) = ϕ(t) on [0, r] and Φ ∈ Crd. Next, we suppose there is an a > 0
and define a subset S∗ of S by

S∗ = {ϕ ∈ S : |ϕ(t) − η∆(0)| ≤ a},

such that there are an α > 0 and β < 1/2 so that for ϕ, ψ ∈ S∗ we have
∣

∣

∣
f
(

t,Φ(t), ϕ(t− h(t))
)

− f
(

t,Ψ(t), ψ(t− h(t))
)

∣

∣

∣

≤ α|Φ(t) − Ψ(t)| + β
∣

∣ϕ(t− h(t)) − ψ(t− h(t))
∣

∣.
(6)

To be able to use Krasnosel’skĭı’s fixed point theorem, we define the two required map-
pings as follow. For ϕ, ψ ∈ S∗:

(Aϕ)(t) = g
(

t,Φ(t), ϕ(t− h(t))
)

, (Bϕ)(t) = f
(

t,Φ(t), ϕ(t− h(t))
)

.

Then (6) implies that
∣

∣(Bϕ)(t) − (Bψ)(t)
∣

∣ ≤ α|Φ(t) − Ψ(t)| + β|ϕ(t − h(t)) − ψ(t− h(t))|. (7)

It is obvious from the constructions of sets S and S∗, that fixed points of S∗ are
solutions of (4).
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Theorem 2.1 If η satisfies (5) and (7), then there is an r > 0 such that the solution
x(t, η) of (4) exists on [0, r).

Proof Let a be given as in the set S∗. Since the functions f and g are continuous
in their respective arguments, then for ϕ ∈ S∗, we can find a positive constant L(a)
depending on a, such that

∣

∣(Bϕ)(t)
∣

∣ +
∣

∣(Aϕ)(t)
∣

∣ ≤ L(a), t ∈ T.

Moreover, AS∗ is equicontinuous. Now, for a fixed a > 0, we claim that there is an r > 0
such that and for all t ∈ [0, r]T,

∣

∣f
(

t,Φ(t), ϕ(t− h(t))
)

− f
(

0, η(0), η∆(−h(0))
)∣

∣ ≤ a/2. (8)

To see this
∣

∣

∣
f
(

t,Φ(t), ϕ(t− h(t))
)

− f
(

0, η(0), η∆(−h(0))
)

∣

∣

∣

≤ α|Φ(t) − η(0)| + β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣

≤ α sup
t∈[0,r]T

∣

∣

∣

∣

η(0) +

∫ t

0

ϕ(s)∆s − η(0)

∣

∣

∣

∣

+ β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣

≤ α t|ϕ(ξ)| + β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣, ξ ∈ (0, t)T,

where |ϕ(ξ)| = sup
ξ∈(0,t)

|ϕ(ξ)|.

On the one hand, suppose h(0) = 0. Then 0 ≤ t − h(t) ≤ t. As a consequence, for
ϕ ∈ S∗, we have

β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣ = β
∣

∣ϕ(t− h(t)) − η∆(0)
∣

∣ ≤ βa < a/2.

On the other hand, if h(0) > 0, then there is an r1 > 0 such that t−h(t) ≤ 0 for t ∈ [0, r1].
Hence, ϕ(t−h(t)) = η∆(t−h(t)) for t ∈ [0, r1]. Since η∆ is continuous, there is an r2 > 0
so that |ϕ(t− h(t)) − η∆(0)| < a, for t ∈ [0, r2]. Thus, if we choose r∗ ∈ (0,min{r1, r2}),
then we can set r = r∗, so that for t ∈ [0, r∗], we have

∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣ ≤ a. (9)

Due to inequality (9) and since β < 1/2, we can find a positive number q < a/2 so that

β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣ ≤ q.

Moreover, since ϕ ∈ S∗, we can choose an r, r ∈ (0, r∗) so that for t ∈ [0, r], we have

α t|ϕ(ξ)| + β
∣

∣ϕ(t− h(t)) − η∆(−h(0))
∣

∣ ≤ α t|ϕ(ξ)| + q ≤ a/2,

which proves (8).
This shows that A is compact.
Finally, we claim that we can make r small enough so that for ϕ ∈ S∗, t ∈ [0, r], we

have
∣

∣g(t,Φ(t),Φ(t− h(t))) − g(0, η(0), η(−h(0)))
∣

∣ ≤ a/2. (10)
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The proof of the claim follows from the fact g is uniformly continuous on any bounded
set. For 0 ≤ t− h(t), we have

∣

∣

∣
g
(

t,Φ(t),Φ(t− h(t))
)

− g
(

0, η(0), η(−h(0))
)

∣

∣

∣

≤ |t− 0| + |Φ(t) − η(0)| +
∣

∣Φ(t− h(t)) − η(−h(0))
∣

∣

≤ t+ t|ϕ(ξ)| +

∣

∣

∣

∣

∣

η(0) +

∫ t−h(t)

0

ϕ(s)∆s− η(−h(0))

∣

∣

∣

∣

∣

≤ t+ t|ϕ(ξ)| + (t− h(t)|ϕ(ξ)|

≤ r[1 + 2|ϕ(ξ)|],

where |ϕ(ξ)| = sup
ξ∈(0,r)

|ϕ(ξ)|, which can be made arbitrary small. Due to the continuity

of η, the case t− h(t) < 0 readily follows. This completes the proof of (10).
We now go back to the proof of the theorem. It readily follows form (7) that for

ϕ, ψ ∈ S∗, there is a λ < 1 so that the

‖Bϕ−Bψ‖ ≤ λ‖ϕ− ψ‖. (11)

Next we show that if ϕ, ψ ∈ S∗, then Aψ+Bϕ ∈ S∗. We remark that (Aψ)(0)+(Bψ)(0) =
η∆(0), where η∆(0) is given by (5). As a consequence, we have by (8) and (10)

|(Aψ)(t) + (Bϕ)(t) − η∆(0)|

= |(Aψ)(t) − (Aψ)(0) + (Bϕ)(t) − (Bψ)(0)|

=
∣

∣(Aψ)(t) − g
(

0, η(0), η(−h(0))
)

+ (Bϕ)(t) − f
(

0, η(0), η∆(−h(0))
)
∣

∣

≤
∣

∣(Aψ)(t) − g
(

0, η(0), η(−h(0))
)∣

∣ +
∣

∣(Bϕ)(t) − f
(

0, η(0), η∆(−h(0))
)∣

∣

≤ a/2 + a/2 = a.

This completes the proof of Aψ +Bϕ ∈ S∗.
Also, (11) shows that B is a contraction. Hence all the conditions of Theorem 1.1 are

satisfied, which imply that there is ϕ ∈ S∗, such that ϕ = Aϕ+Bϕ. 2

3 Connection Between Boundedness and Periodicity

Intuitively, in the study of stability or periodic solutions in dynamical systems one will
have to ask for the existence of solutions in the sense that solutions exist for all time or
remain bounded. Thus, we may look at boundedness of solutions as a necessary condition
before studying stability or attempt to search for a periodic solution. In this section, we
examine the relationship between the boundedness of solutions and the existence of a
periodic solution of the nonlinear non-autonomous delay dynamical system of the form

x∆(t) = −a(t)xσ(t) + b(t)g
(

x(t− r(t))
)

+ q(t), (12)

where T is unbounded above and below.
We assume that a, b : T → R are continuous and q : [0,∞) → R is continuous. In

order for the function x(t − r(t)) to be well-defined over T, we assume that r : T → R

and that id− r : T → T is strictly increasing.
The proof of Lemma 3.2 below can be easily deduced from [11], and hence we omit

the proof. But first, we state some facts about the exponential function. A function



94 E.R. KAUFMANN, N. KOSMATOV AND Y.N. RAFFOUL

p : T → R is said to be regressive provided 1 + µ(t)p(t) 6= 0 for all t ∈ T
κ. The set of all

regressive rd-continuous functions f : T → R is denoted by R while the set R+ is given
by R+ = {f ∈ R : 1 + µ(t)f(t) > 0 for all t ∈ T}.

Let p ∈ R and µ(t) 6= 0 for all t ∈ T. The exponential function on T is defined by

ep(t, s) = exp

(
∫ t

s

1

µ(z)
Log(1 + µ(z)p(z))∆z

)

.

It is well known that if p ∈ R+, then ep(t, s) > 0 for all t ∈ T. Also, the exponential
function y(t) = ep(t, s) is the solution to the initial value problem y∆ = p(t)y, y(s) =
1. Other properties of the exponential function are given in the following lemma, [5,
Theorem 2.36].

Lemma 3.1 Let p, q ∈ R. Then
(i) e0(t, s) ≡ 1 and ep(t, t) ≡ 1;
(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s);

(iii) 1

ep(t,s)
= e⊖p(t, s) where, ⊖p(t) = − p(t)

1+µ(t)p(t)
;

(iv) ep(t, s) = 1

ep(s,t)
= e⊖p(s, t);

(v) ep(t, s)ep(s, r) = ep(t, r);

(vi)
(

1

ep(·,s)

)∆

= − p(t)

eσ
p (·,s)

.

Lemma 3.2 x is a solution of equation (12) if and only if

x(t) = x(0)e⊖a(t, 0) +

∫ t

0

b(s)g(x(s− r(s))e⊖a(t, s)∆s+

∫ t

0

q(s)e⊖a(t, s)∆s.

Let ψ : (−∞, 0] → R be a given bounded ∆-differentiable initial function. We say
x := x(·, 0, ψ) is a solution of (12) if x(t) = ψ(t) for t ≤ 0 and satisfies (12) for t ≥ 0. If
ψ : (−∞, 0] → R , then we set

‖ψ‖ = sup
s∈(−∞,0]

|ψ(s)|.

Definition 3.1 Let ψ be as defined above. We say solutions of (12) are uniformly
bounded if for each B1 > 0, there exists B2 > 0 such that

[t0 ≥ 0, ‖ψ‖ ≤ B1, t ≤ t0] ⇒ |x(·, 0, ψ)| < B2.

For the next theorem we assume the following. There is a positive constant Q so that
∫ t

0

|q(s)|e⊖a(t, s)∆s ≤ Q, (13)

∫ t

0

a(s)∆s → ∞, (14)

there is an α < 1 so that
∫ t

0

|b(s)|e⊖a(t, s)∆s < α, (15)

0 ≤ r(t), t− r(t) → ∞ as t→ ∞, (16)

and if x, y ∈ R, then
g(0) = 0 and |g(x) − g(y)| < |x− y|. (17)
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Theorem 3.1 If (13)–(17) hold, then solutions of (12) are uniformly bounded at
t0 = 0.

Proof First by (14), there is a constant k > 1 so that e⊖a(t, 0) ≤ k. Let B1 be given
so that if ψ : (−∞, 0] → R be a given bounded initial function, ‖ψ‖ ≤ B1. Define the
constant B2 by B2 = kB1+Q

1−α
. Let

S = {ϕ ∈ Crd : ϕ(t) = ψ(t) if t ∈ (−∞, 0], ‖ϕ‖ ≤ B2} .

Then
(

S, ‖ · ‖
)

is a complete metric space where ‖ · ‖ is the supremum norm.
For ϕ ∈ S, define the mapping P

(

Pϕ
)

(t) = ψ(t), t ≤ 0

and

(

Pϕ
)

(t) = ψ(0)e⊖a(t, 0) +

∫ t

0

b(s)g(ϕ(s− r(s))e⊖a(t, s)∆s

+

∫ t

0

q(s)e⊖a(t, s)∆s, t ≥ 0.

It follows from (17) that

|g(x)| = |g(x) − g(0) + g(0)| ≤ |g(x) − g(0)| + |g(0)| ≤ |x|.

This implies that

|(Pϕ)(t)| ≤ kB1 + αB2 +Q = B2.

Thus, P : S → S. It is easy to show, using (17), that P is a contraction with contraction
constant α. Hence there is a unique fixed point in S, which solves (12). 2

We end this paper by examining the existence of a periodic solution of (12). We must
first define what we mean by a periodic time scale.

Definition 3.2 We say that a time scale T is periodic if there exists a p > 0 such
that if t ∈ T then t ± p ∈ T. For T 6= R, the smallest positive p is called the period of
the time scale.

The above definition is due to Kaufmann and Raffoul [12]. Other definitions of
periodic time scales are due to Atici et. al [2], C. D. Ahlbrandt and J. Ridenhour [1],
and J. J. DaCunha and J. M. Davis [9].

Example 3.1 The following time scales are periodic.

1. T =

∞
⋃

i=−∞

[(2i− 1)h, 2ih], h > 0 has period p = 2h.

2. T = hZ has period p = h.
3. T = R.
4. T = {t = k − qm : k ∈ Z,m ∈ N0} where, 0 < q < 1 has period p = 1.

Remark 3.1 Using the above definition, all periodic time scales are unbounded
above and below.
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Definition 3.3 Let T 6= R be a periodic time scale with period p. We say that the
function f : T → R is periodic with period T if there exists a natural number n such
that T = np, f(t ± T ) = f(t) for all t ∈ T and T is the smallest number such that
f(t± T ) = f(t).

If T = R, we say that f is periodic with period T > 0 if T is the smallest positive
number such that f(t± T ) = f(t) for all t ∈ T.

Remark 3.2 If T is a periodic time scale with period p, then σ(t± np) = σ(t)± np.
Consequently, the graininess function µ satisfies µ(t ± np) = σ(t ± np) − (t ± np) =
σ(t) − t = µ(t) and so, is a periodic function with period p.

Let T be a periodic time scale such that 0 ∈ T. Let T > 0, T ∈ T be fixed and if
T 6= R, T = np for some n ∈ N. Define PT = {ϕ ∈ C(T, R) : ϕ(t + T ) = ϕ(t)}, where
C(T, R) is the space of all real valued continuous functions on T. Then PT is a Banach
space when it is endowed with the supremum norm

‖x‖ = sup
t∈[0,T ]

|x(t)|.

Here we let the function q : (−∞,∞) → R. Since we are searching for a periodic
solution, we must ask that

a(t+ T ) = a(t), b(t+ T ) = b(t), r(t + T ) = r(t), and q(t+ T ) = q(t). (18)

Lemma 3.3 Suppose (14)–(18) hold. If x(t) ∈ PT , then x(t) is a solution of equation
(12) if and only if

x(t) =

∫ t

−∞

b(s)g(x(s− r(s)))e⊖a(t, s)∆s+

∫ t

−∞

q(s)e⊖a(t, s)∆s. (19)

Proof Due to condition (14) and the fact that p(t) is periodic, condition (13) is
satisfied. Thus, by Theorem 3.1, solutions of (12) are bounded for all t ∈ (−∞,∞). As
a consequence, if we multiply both sides of (12) by ea(s, 0), and then integrate from −∞
to t we obtain (19). By taking the ∆-derivative on both sides of (19) we obtain (12). 2

Theorem 3.2 Assume the hypothesis of Lemma 3.3. Then (12) has a unique T -
periodic solution.

Proof For φ ∈ PT , define a mapping H : PT → PT by

(Hφ)(t) =

∫ t

−∞

b(s)g(φ(s− r(s)))e⊖a(t, s)∆s+

∫ t

−∞

p(s)e⊖a(t, s)∆s.

It is easy to verify that H is periodic and defines a contraction on PT . Thus, H has
a unique fixed point in PT by the contraction mapping principle, which solves (12) by
Lemma 3.8. 2

We remark that Lemma 3.3 and Theorem 3.2 show a clear connection between bound-
edness and the existence of a periodic solution. In the case T = R, this result is known as
Massera’s theorem, see [15]. Below we state and prove Massera’s theorem for the general
case of T being a periodic time scale. We begin with a lemma that will be needed in the
proof.
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Lemma 3.4 Let T be a periodic time scale with period T > 0. Let F : T×R → R be
continuous. Suppose that F (t + T, x) = F (t, x) and that F (t, x) satisfy a local Lipschitz
condition with respect to x.

1. If x(t) is a solution of x∆ = F (t, x), then x(t+T ) is also a solution of x∆ = F (t, x).
2. The equation x∆ = F (t, x) has a T -periodic solution if and only if there is a (t0, x0)

with x(t0+T ; t0, x0) = x0 where x(t; t0, x0) is the unique solution of x∆ = F (t, x), x(t0) =
x0.

Proof For part (1), let q(t) = x(t+ T ). Then,

q∆(t) = x∆(t+ T ) = F (t+ T, x(t+ T )) = F (t, q(t)),

and the proof of part (1) is complete.
For part (2), first suppose that x(t; t0, x0) is T -periodic. Then, x(t0 + T ; t0, x0) =

x(t0; t0, x0) = x0.
Now suppose that there exists (t0, x0) such that x(t0 +T ; t0, x0) = x0. From part (1),

q(t) ≡ x(t+ T ; t0, x0) is also a solution of x∆ = F (t, x). Since q(t0) = x(t0 + T ; t0, x0) =
x0, then by the uniqueness of solutions of initial value problems, x(t+T ; t0, x0) = q(t) =
x(t; t0, x0). This completes the proof of part (2). 2

Theorem 3.3 Let T be a periodic time scale with period T > 0. Let F : T×R → R be
continuous. Suppose that F (t+T, x) = F (t, x) and that F (t, x) satisfies a local Lipschitz
condition with respect to x. If the equation

x∆ = F (t, x) (20)

has a solution bounded in the future, then it has a T -periodic solution.

Proof Let x(t) be the solution of (20) such that |x(t)| ≤ M for all t ∈ T, t ≥ 0.
Define the sequence {xn(t)} by xn(t) = x(t + nT ), n = 0, 1, 2, . . . . By Lemma 3.4, xn(t)
is a solution of (20) for each n and furthermore, |xn(t)| ≤ M for t ≥ 0. There are two
cases to consider.

Case 1 : Suppose that for some n, xn(0) = xn+1(0). By uniqueness of solutions for
initial value problems we have x(t+ nT ) = x(t+ (n+ 1)T ) for all t ∈ T. Thus, x(t) is a
T -periodic solution of (20).

Case 2 : Suppose that xn(0) 6= xn+1(0) for all n. We may assume, without loss of
generality, that x(0) < x1(0). By uniqueness, we have x(t) < x1(t) for all t ∈ T, t ≥ 0.
In particular, xn(0) = x(0 + nT ) < x1(0 + nT ) = xn+1(0). Hence, xn(t) < xn+1(t) for
all t ∈ T, t ≥ 0. Thus, {xn(t)} is an increasing sequence bounded above by M . Thus
xn(t) → x∗(t) for each t ∈ T, t ≥ 0 as n→ ∞. Since |F (t, x)| ≤ J for t ∈ T and |x| ≤M ,
then |x∆(t)| ≤ J, t ∈ T.

¿From the Mean Value Theorem (see [5, Corollary 1.68]) we have |xn(t) − xn(s)| ≤
supr∈[s,t]κ |F∆(r, xn)| |t−s| ≤ J |t−s| for t, s ∈ T with 0 ≤ s ≤ t, n ≥ 0. Using the Arzela-
Ascoli Theorem, we get that on any compact subinterval of T there exists a subsequence
of {xn(t)} that converges uniformly. We know that the original sequence is monotone,
and so, the original sequence is convergent on any compact interval. Since for each n,

xn(t) = xn(0) +

∫ t

0

F (s, xn(s))∆s,

then the limiting function x∗(t) is a solution of (20). Finally, since x∗(T ) = limxn(T ) =
limxn+1(0) = x∗(0), then by Lemma 3.4, the limiting function is a T -periodic solution
of (20) and the proof is complete. 2
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Abstract: In this paper, we establish some criteria under which the second
order formally self-adjoint dynamic equation

(p(t)x∆)∇ + q(t)x = 0

is of limit-point type on a time scale T. As a special case when T = R, our
results include those of Wong and Zettl [11] and Coddington and Levinson
[5]. Our results are new in a general time scale setting and can be applied to
difference and q-difference equations.
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1 Introduction

In this paper, assume that inf T = t0, and supT = ∞. We will sometimes refer to T as
[t0,∞) which we mean to be the real interval [t0,∞) intersected with T. Assume that
p(t) 6= 0 and q(t) 6= 0 for t ∈ T are continuous functions on T. We will consider the
formally self-adjoint equations

Lx =
(

p(t)x∆
)∇

+ q(t)x = 0 (1.1)

and

˜Ly =

(

1

q(t)
y∇
)∆

+
1

p(t)
y = 0. (1.2)
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Let D be the set of functions x : T → R such that x∆ : T → R is continuous, and
(px∆)∇ : Tκ → R is continuous. Let ˜D be the set of functions x : T → R such that

x∇ : Tκ → R is continuous, and

(

1

q
x∇
)∆

: Tκ → R is continuous. We say (1.1) and

(1.2) are reciprocal equations of each other. See [7] for more on reciprocal equations and
[8], [9] and [10] for other results dealing with second-order equations, and [6] and [4] for
more on general theories used in this paper.

These equations are said to be formally self-adjoint because they satisfy the following
Lagrange identity.

Theorem 1.1 (Lagrange identity)

(i) Let u, v ∈ D. Then
u(t)Lv(t) − v(t)Lu(t) = {u; v}∇(t)

for t ∈ Tκ, where the Lagrange bracket {u; v} is defined by

{u; v}(t) := p(t)W (u, v)(t),

where

W (u, v)(t) :=

∣

∣

∣

∣

u(t) v(t)
u∆(t) v∆(t)

∣

∣

∣

∣

.

(ii) Let ũ, ṽ ∈ ˜D. Then

ũ(t)˜Lṽ(t) − ṽ(t)˜Lũ(t) =

(

1

q(t)
˜W (ũ, ṽ)(t)

)∆

for t ∈ Tκ, where

˜W (ũ, ṽ)(t) :=

∣

∣

∣

∣

ũ(t) ṽ(t)
ũ∇(t) ṽ∇(t)

∣

∣

∣

∣

.

For a proof of Theorem 1.1 (i), see Theorem 4.33 in [3].

Corollary 1.1 (Abel’s formula)
(i) If x and y both solve (1.1) then

p(t)W (x, y)(t) = a t ∈ T,

where a is a constant.
(ii) If x and y both solve (1.2) then

1

q(t)
˜W (x, y)(t) = a t ∈ Tκ,

where a is a constant.

For a proof of Corollary 1.1 for the case of (1.1), see Corollary 4.34 in [3].

Definition 1.1 The set L2[t0,∞) is defined to be the set of all functions f(t) such
that the Lebesgue integral

∫ ∞

t0

f2(t)∆t <∞.
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We define the L2-norm of a function f ∈ L2[t0,∞) by

‖f‖L2 = ‖f‖ :=

(
∫ ∞

t0

f2(t)∆t

)1/2

.

Definition 1.2 We say that the operator L is (∆-)limit-circle type if for every solu-
tion x of Lx = 0, we have the Lebesgue integral

∫ ∞

t0

x2(t)∆t <∞.

If not, we say that the operator L is (∆-)limit-point type.

Refer to Wong and Zettl, [11], and Coddington and Levinson, [5], for an analysis of
the differential equations case.

2 Preliminary Lemmas

Lemma 2.1 If there exists a function β(t) with
1

β
6∈ L2[t0,∞) such that px∆(t) =

O(β(t)) as t→ ∞ for every solution x of (1.1), then L is limit-point type.

Proof Suppose (1.1) is limit-circle type, and let x1, x2 be linearly independent solu-
tions of (1.1), so we have by Corollary 1.1 part (i)

p(t)(x1(t)x
∆

2
(t) − x2(t)x

∆

1
(t)) ≡ a t ∈ T.

Then there exist constants c, d ≥ 0 such that

a ≤ |x1(t)||p(t)x
∆

2
(t)| + |x2(t)||p(t)x

∆

1
(t)|

≤ cβ(t)|x1(t)| + dβ(t)|x2(t)| for large t ∈ T.

Thus, for large t ∈ T,
a

β(t)
≤ c|x1(t)| + d|x2(t)|.

It follows that for T large,

a

∫ t

T

1

β2(s)
∆s ≤

∫ t

T

[c2x2

1
(s) + 2cdx1(s)x2(s) + d2x2

2
(s)]∆s

≤ c2‖x1‖
2 + 2cd‖x1‖‖x2‖ + d2‖x2‖

2

<∞

by the Cauchy-Schwarz inequality (Theorem 6.15, [2]). This contradicts the fact that
1

β
6∈ L2[t0,∞), so L is limit-point type.

Lemma 2.2 Suppose q ∈ C1[t0,∞). If there exists a positive function β with 1

β
6∈

L2[t0,∞) such that y(t) = O(β(t)) as t → ∞ for every solution y of (1.2), then L is
limit-point type.
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Proof Let x be a solution of (1.1), and put y = px∆. Then y∇ = −qx and

(

1

q
y∇
)∆

= −x∆ = −
y

p
.

Hence, y solves (1.2). Thus,

y(t) = (px∆)(t) = O(β(t)) as t→ ∞.

Thus, by Lemma 2.1, L is limit-point type.

A useful corollary to these lemmas is obtained by letting β(t) ≡ 1.

Corollary 2.1 If (px∆)(t) is bounded for every solution x of (1.1), or if every solu-
tion y of (1.2) is bounded, then L is limit-point type.

3 Riccati Substitution

Suppose y is a solution of (1.2) with q(t)y(t)yσ(t) > 0 for t ≥ t0. We can then make the
Riccati substitution

z(t) =
y∇(t)

q(t)y(t)
for t ∈ [t0,∞).

Then, we have

z∆(t) =

((

y∇(t)

q(t)

)(

1

y(t)

))∆

=

(

y∇(t)

q(t)

)∆(

1

y(t)

)

+

(

y∇(t)

q(t)

)σ (
1

y(t)

)∆

= −
1

p(t)
+

(

y∇(t)

q(t)

)σ (
−y∆(t)

y(t)yσ(t)

)

= −
1

p(t)
−
zσ(t)y∆(t)

y(t)
.

We now use the following lemma, due to Atici and Guseinov [1]:

Lemma 3.1 If f : T → R is ∆-differentiable on T
κ and if f∆ is continuous on T

κ,
then f is ∇-differentiable on Tκ and

f∇(t) = f∆ρ(t) t ∈ Tκ.

If g : T → R is ∇-differentiable on Tκ and if g∇ is continuous on Tκ, then g is ∆-
differentiable on T

κ and

g∆(t) = g∇σ(t) t ∈ T
κ.

See also Corollary 4.11 and Theorem 4.8 and Corollary 4.10 in [3] for a generalization
of this result.
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Thus, we get

zσ(t)y∆(t)

y(t)
=

zσ(t)y∆(t)

yσ(t) − µ(t)y∆(t)
=

zσ(t)y∇σ
(t)

yσ(t)

1 − µ(t)y∇σ(t)

yσ(t)

=
qσ(t)(zσ(t))2

1 − µ(t)qσ(t)zσ(t)
=

(zσ(t))2

1

qσ(t)
− µ(t)zσ(t)

.

Hence, we get that z(t) solves the so-called Riccati equation associated with (1.2)

z∆ +
1

p(t)
+

(zσ)2

1

qσ(t)
− µ(t)zσ

= 0. (3.1)

Notice that
1

qσ(t)
− µ(t)zσ(t) > 0 for all t ≥ t0:

1

qσ(t)
− µ(t)zσ(t) =

1

qσ(t)
− µ(t)

y∆(t)

qσ(t)yσ(t)

=
1

qσ(t)yσ(t)
[yσ(t) − µ(t)y∆(t)]

=
y(t)

qσ(t)yσ(t)
> 0.

Hence, we have proven the following lemma:

Lemma 3.2 If y(t) is a solution of (1.2) with q(t)y(t)yσ(t) > 0 then z(t) :=
y∇(t)

q(t)y(t)

is a solution of (3.1) that satisfies
1

qσ(t)
− µ(t)zσ(t) > 0 for all t ∈ T.

4 Main Results

Theorem 4.1 Suppose that p(t) > 0 and q(t) > 0 on [t0,∞), and

∫ ∞

t0

1

p(t)
∆t = ∞.

(a) If (1.2) is nonoscillatory, then L is limit-point.
(b) If (1.1) is nonoscillatory, then L is limit-point.

Proof Suppose (1.2) is nonoscillatory. Let y be a positive solution of (1.2) on [t0,∞),

and make the Riccati substitution z(t) =
y∇(t)

q(t)y(t)
. Then z solves

z∆ = −
1

p(t)
−

(zσ)2

1

qσ(t)
− µ(t)zσ

.

Integrate both sides from t0 to t:

z(t) − z(t0) = −

∫ t

t0

1

p(s)
∆s−

∫ t

t0

(zσ(s))2

1

qσ(s)
− µ(s)zσ(s)

∆s. (4.1)
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Since
(zσ(t))2

1

qσ(t)
− µ(t)zσ(t)

≥ 0

for all t ≥ t0, we get that the right hand side of (4.1) goes to −∞ as t goes to ∞. Thus,
z(t) → −∞ as t → ∞, so z, and hence y∇, is eventually negative. Thus, eventually
y(t) > 0 and y∇(t) < 0, hence y is bounded. Thus, by Corollary 2.1 we get that L is
limit-point.

Now suppose (1.1) is nonoscillatory. Let x be a positive solution of (1.1) on [t0,∞).

Since q(t) > 0, we have
(

p(t)x∆(t)
)∇

= −q(t)x(t) < 0 on [t0,∞).
Claim: p(t)x∆(t) ≥ 0 on [t0,∞).
To see this, suppose not. Then there exists t1 ≥ t0 with p(t1)x

∆(t1) < 0. Since p(t)x∆(t)
is decreasing, p(t)x∆(t) ≤ p(t1)x

∆(t1) < 0 on [t1,∞). Then, dividing by p(t) and
integrating, we get

x(t) − x(t1) ≤ p(t1)x
∆(t1)

∫ t

t1

1

p(s)
∆s.

Thus, lim
t→∞

x(t) = −∞. This contradicts the fact that x(t) > 0 for all t ≥ t0. Hence

the claim holds and we see then that p(t)x∆(t) is bounded, so by Corollary 2.1, L is
limit-point.

Definition 4.1 The set L2

∇
[t0,∞) is defined to be the set of all functions f(t) such

that the Lebesgue integral
∫ ∞

t0

f2(t)∇t <∞.

We define the L2

∇
-norm of a function f ∈ L2

∇
[t0,∞) by

‖f‖L2

∇
:=

(
∫ ∞

t0

f2(t)∇t

)1/2

.

Definition 4.2 The operator L is said to be ∇-limit-circle if all solutions of Lx = 0
satisfy x, xρ ∈ L2

∇
[t0,∞). We say L is ∇-limit-point if there is a solution x(t) of Lx = 0

such that x 6∈ L2

∇
[t0,∞) or xρ 6∈ L2

∇
[t0,∞).

Theorem 4.2 Let M be a positive ∇-differentiable function and k1, k2 > 0 such that
there is a T ∈ T, sufficiently large such that

(i) q(t) ≤ k1M(t) for t ∈ [T,∞),

(ii)
∫∞

T
(p ρMρ)−1/2∇s = ∞,

(iii)

∣

∣

∣

∣

∣

(

p ρ(t)

Mρ(t)

)1/2
M∇(t)

M(t)

∣

∣

∣

∣

∣

≤ k2 for t ∈ [T,∞).

Then L is ∇-limit-point.

Proof Suppose x is a solution of Lx = 0 and x, xρ ∈ L2

∇
[t0,∞). Since (px∆)∇ =

−qx, we get that for some c > 0,

∫ t

c

(px∆)∇x

M
∇s = −

∫ t

c

q

M
x2∇s ≥ −k1

∫ t

c

x2∇s. (4.2)
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Using the integration by parts formula ([2], Theorem 8.47 (vi))

∫ b

a

f(s)g∇(s)∇s = f(s)g(s)|
b

a −

∫ b

a

f∇(s)g ρ(s)∇s,

we get from (4.2)

x

M
px∆

∣

∣

∣

t

c
−

∫ t

c

(px∆)ρ
( x

M

)∇

∇s =
x

M
px∆

∣

∣

∣

t

c
−

∫ t

c

p ρx∆ρ

(

x∇M − xM∇

MMρ

)

∇s

=
x

M
px∆

∣

∣

∣

t

c
−

∫ t

c

p ρ

Mρ
(x∇)2∇s+

∫ t

c

p ρxx∇M∇

MMρ
∇s

≥ −k1

∫ t

c

x2∇s.

Thus, multiplying by −1, we get

−
x

M
px∆

∣

∣

∣

t

c
+

∫ t

c

p ρ

Mρ
(x∇)2∇s−

∫ t

c

p ρxx∇M∇

MMρ
∇s ≤ k1‖x‖

2 < k3

for some k3 > 0.

Let H(t) =

∫ t

c

p ρ

Mρ
(x∇)2∇s. Then by the Cauchy-Schwarz inequality

∣

∣

∣

∣

∫ t

c

p ρxx∇M∇

MMρ
∇s

∣

∣

∣

∣

2

=

∣

∣

∣

∣

∣

∫ t

c

(

p ρ

Mρ

)1/2

M−1M∇

(

p ρ

Mρ

)1/2

xx∇∇s

∣

∣

∣

∣

∣

2

≤ k2

2

(

∫ t

c

(

p ρ

Mρ

)1/2

xx∇∇s

)2

by (iii)

≤ k2

2
H(t)

∫ t

c

x2∇s.

Thus, there exists a constant k4 > 0 such that

−
px∆x

M
+H − k4H

1/2 < k3.

If H(t) → ∞ as t→ ∞, then for all large t,
px∆x

M
>
H

2
. Then x and x∆ have the same

sign for all large t, which contradicts x ∈ L2

∇
[t0,∞). Thus,

H(∞) =

∫ ∞

t0

p ρ

Mρ
(x∇)2∇s <∞.

Now suppose L is ∇-limit-circle. Let φ, ψ be two linearly independent solutions of
Lx = 0 with p(t)

(

φ(t)ψ∆(t) − ψ(t)φ∆(t)
)

= 1 and φ, φ ρ, ψ, ψ ρ ∈ L2

∇
[t0,∞). Then

1 = p ρ(t)
(

φ ρ(t)ψ∆ρ(t) − ψ ρ(t)φ∆ρ(t)
)

= p ρ(t)
(

φ ρ(t)ψ∇(t) − ψ ρ(t)φ∇(t)
)

.
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So, if we divide both sides by (p ρMρ)1/2, we get

1

(p ρMρ)1/2
= φ ρ(t)

(

p ρ

Mρ

)1/2

ψ∇(t) − ψ ρ(t)

(

p ρ

Mρ

)1/2

φ∇(t). (4.3)

If we integrate both sides of (4.3) from t0 to ∞, we get

∫ ∞

t0

1

(p ρMρ)1/2
∇s =

∫ ∞

t0

φ ρ

(

p ρ

Mρ

)1/2

ψ∇∇s−

∫ ∞

t0

ψ ρ

(

p ρ

Mρ

)1/2

φ∇∇s. (4.4)

By assumption, the left-hand side of (4.4) is infinite. But, by the Cauchy-Schwarz
inequality, the right-hand side becomes

∣

∣

∣

∣

∣

∫ ∞

t0

φ ρ

(

p ρ

Mρ

)1/2

ψ∇∇s−

∫ ∞

t0

ψ ρ

(

p ρ

Mρ

)1/2

φ∇∇s

∣

∣

∣

∣

∣

≤ ‖φ ρ‖L2

∇

(
∫ ∞

t0

p ρ

Mρ
(ψ∇)2∇s

)1/2

+ ‖ψ ρ‖L2

∇

(
∫ ∞

t0

p ρ

Mρ
(φ∇)2∇s

)1/2

<∞.

This is a contradiction to the assumption that L is ∇-limit-circle. Thus, we have that L
is ∇-limit-point

5 Example

Fix q > 1. Let T = {qn : n ∈ N0}. Consider the dynamic equation

x∆∇ + (t ln t)2x = 0.

Here, we have p(t) ≡ 1, and q(t) = (t ln t)2. We need to show that the three assumptions
in Theorem 4.2 hold. Fix N > 0 sufficiently large and let T = qN . Also, let M(t) =
(t ln t)2. For (i), if we take k1 = 1, we get that q(t) = M(t) = (t ln t)2 for all t ∈ T, so
certainly q(t) ≤M(t) for t ≥ T .

For (ii), consider

∫ ∞

T

(p ρ(s)Mρ(s))−1/2∇s =

∫ ∞

T

1

(Mρ(s))1/2
∇s =

∫ ∞

T

1

((ρ(s) ln ρ(s))2)1/2
∇s

=

∫ ∞

T

1

ρ(s) ln ρ(s)
∇s =

∞
∑

k=N+1

1

qk−1 ln qk−1
ν(qk)

=
∞
∑

k=N+1

1

qk−1 ln qk−1
(qk − qk−1) =

∞
∑

k=N+1

qk−1(q − 1)

qk−1 ln qk−1

=
q − 1

ln q

∞
∑

k=N+1

1

k − 1
=
q − 1

ln q

∞
∑

k=N

1

k
= ∞.
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Notice,

M∇(t) =
(qk ln qk)2 − (qk−1 ln qk−1)2

qk − qk−1

=
(qk ln qk − qk−1 ln qk−1)(qk ln qk + qk−1 ln qk−1)

qk − qk−1

=
(qk−1)2(ln q)2(qk − (k − 1))(qk + (k − 1))

qk−1(q − 1)

=
qk−1(ln q)2(q2k2 − (k − 1)2)

q − 1
.

Thus, for part (iii), we have for k ≥ N

∣

∣

∣

∣

∣

(

p ρ(t)

Mρ(t)

)1/2
M∇(t)

M(t)

∣

∣

∣

∣

∣

=
qk−1(ln q)2(q2k2 − (k − 1)2)

(q − 1)qk−1 ln(qk−1) q2k(ln qk)2

=
qk−1(ln q)2(q2k2 − (k − 1)2)

(q − 1)qk−1q2k(k − 1)k2 ln q(ln q)2

=
q2k2 − (k − 1)2

(q − 1)k2(k − 1)q2k ln q

≤
q2k2

(q − 1)k2(k − 1)q2k ln q

≤
q2

(q − 1)(k − 1)q2k ln q

≤
1

(q − 1)(k − 1)q2k−2 ln q

≤
1

(q − 1)(N − 1)q2N−2 ln q
:= k2

Thus, the assumptions of Theorem 4.2 hold, so we get that

x∆∇ + (t ln t)2x = 0

is ∇-limit-point.
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