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Abstract: The purpose of this paper is to provide a comparison between the
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1 Introduction

The theory of calculus of variations on time scales has been developed in two directions,
one with the ∆ operator and one with the ∇ operator. It is possible to write one derivative
in terms of the other derivative operator on time scales under certain continuity assump-
tions [4, Theorem 8.49]. On the other hand, it is not always possible to optimize the
dynamic model on time scales by using the deterministic optimization method, namely
calculus of variations, since the theory has been developed, to the authors’ knowledge, for
functionals of the form

∫

[a,b]∩T
L(t, y(σ(t)), y∆(t))∆t and

∫

[a,b]∩T
N
(

t, y(ρ(t)), y∇(t)
)

∇t.

As a result of this, here are some questions which need to be answered.
• Which is more advantageous using the ∆ or ∇ derivative in dynamic modelling ?
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• Does there exist a dynamic model which can be formed with the ∆ and ∇ operators,
solved and compared ?

The aim of this paper is to answer these questions by illustrating some familiar discrete or
continuous models from economics. The reader may find the papers [1, 2, 5, 6] interesting
to see the development of the theory and some nice applications. We will start with listing
two main theorems, one is obtained by Bohner in [5] for the ∆ operator and the other
one is obtained by Atıcı, Biles and Lebedinsky in [1] for the ∇ operator.

Let T be a time scale which is nonempty closed subset of reals R. We refer to the
books by Bohner and Peterson for further reading on time scales [3, 4].

Assume that L(t, u, v) for each t ∈ [σ(a), σ2(b)] ⊆ T is a class C2
∆ function of (u, v).

Let y ∈ C1
∆[a, σ2(b)] with y(σ(a)) = A, y(σ2(b)) = B, where

C1
∆[a, σ2(b)] = {y : [a, σ2(b)] → R | y∆ is continuous on [a, σ2(b)]κ}.

Theorem 1.1 If a function y(t) provides a local extremum to the functional

J [y] =

∫ σ2(b)

σ(a)

L(t, y(σ(t)), y∆(t))∆t

where y ∈ C2
∆[a, σ2(b)] and y(σ(a)) = A and y(σ2(b)) = B, then y must satisfy the

Euler-Lagrange equation

Lyσ(t, yσ, y∆) − L∆
y∆(t, yσ, y∆) = 0 (1)

for t ∈ [a, σ(b)]κκ.

Assume that N(t, u, v) is a class C2
∇

function of (u, v) for each t ∈ [ρ2(a), ρ(b)] ⊆ T.
Let y ∈ C1

∇
[ρ2(a), ρ(b)] with y(ρ2(a)) = A, y(ρ(b)) = B, where

C1
∇

[ρ2(a), ρ(b)] = {y : [ρ2(a), ρ(b)] → R | y∇ is continuous on [ρ2(a), ρ(b)]κ}.

Theorem 1.2 If a function y(t) provides a local extremum to the functional

J [y] =

∫ ρ(b)

ρ2(a)

N
(

t, y(ρ(t)), y∇(t)
)

∇t

where y ∈ C2
∇

[

ρ2(a), ρ(b)
]

and y(ρ2(a)) = A, y(ρ(b)) = B, then y must satisfy the
Euler-Lagrange equation

Nyρ

(

t, yρ, y∇
)

− N∇

y∇

(

t, yρ, y∇
)

= 0 (2)

for t ∈ [ρ(a), b]κκ.

The plan of this paper is as follows. In Section 2, we will introduce the Ramsey model
[7] on time scales and write the model with the ∇ and ∆ derivatives, respectively. We
will then solve each model using the Euler-Lagrange equations (1) and (2). We shall
then compare the solutions of each model on T = R and T = hZ. In Section 3, we shall
state the free boundary conditions for the dynamic model which is missing one or two
end-point conditions. We shall illustrate our results with an adjustment model [8].
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2 The Ramsey Model

In this section, we study the Ramsey model which determines the behavior of sav-
ing/consumption as the result of optimal inter temporal choices by individual households.
Before writing the model on time scales we will present its discrete and continuous ver-
sions so that one can see how the time scale model unifies its discrete and continuous
counterparts.

Discrete Model:

We maximize the Ramsey model which is

T−1
∑

t=0

(1 + p)−tU [Ct]

subject to initial wealth W0 that can always be invested for an exogeneously-given certain
rate of yield r; or subject to the constraint

Ct = Wt −
Wt+1

1 + r
, (3)

or

max[Wt]

T−1
∑

t=0

(1 + p)−tU

[

Wt −
Wt+1

1 + r

]

,

where the quantities are defined as

Ct — consumption,
p — discount rate,
Ut — instantaneous utility function,
Wt — production function.

The Euler-Lagrange equation for the discrete model is as follows

r − p

1 + r
U ′[C(t)] + ∆[U ′[C(t)]] = 0.

Continuous Model:

We maximize the Ramsey model

∫ T

0

e−ptU [C(t)]dt

subject to
C(t) = rW (t) − W ′(t) (4)

or

max[W (t)]

∫ T

0

e−ptU [rW (t) − W ′(t)]dt.

The Euler-Lagrange equation is as follows
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(r − p)U ′[C(t)] + [U ′[C(t)]]′ = 0.

Let’s now develop two formulations of the time scale Ramsey model, in order to employ
both the nabla and delta calculus of variations.

The Ramsey Model with the Nabla Derivative:

Consider the constraint (4) for the continuous case which can be rewritten as

C(t) = −ert[e−rtW (t)]′. (5)

Now consider the discrete constraint (3) which can be rewritten as

Ct−1 = −(1 + r)t−1∇

[

W (t)

(1 + r)t

]

. (6)

Using the new formulations (5) and (6), of the continuous and discrete constraints, a
generalization can be made in order to develop the time scale constraint

C(ρ(t)) = − [ê−r(ρ(t), 0)]−1 [ê−r(t, 0)W (t)]∇ .

Then by taking the nabla derivative of [ê−r(t, 0)W (t)] the following is obtained

C(ρ(t)) = − [ê−r(ρ(t), 0)]
−1 [

ê∇−r(t, 0)W (ρ(t)) + ê−r(t, 0)W∇(t)
]

= − [(1 + ν(t)r)ê−r(t, 0)]
−1 [

−rê−r(t, 0)W (ρ(t)) + ê−r(t, 0)W∇(t)
]

.

Then by distributing through by − [(1 + ν(t)r)ê−r(t, 0)]
−1

the constraint for the nabla
version of the Ramsey model is obtained

C(ρ(t)) =
rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r
.

The Ramsey model with the nabla derivative is

max[W (t)]

∫ ρ2(T )

ρ2(0)

ê−p(ρ(t), 0)U

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

]

∇t. (7)

Note that this model includes the discrete case and the continuous case as special cases.
First we derive the Euler-Lagrange equation using Theorem 1.2. In this model,

N(t, W ρ, W∇) = ê−p(ρ(t), 0)U

[

rW ρ

1 + ν(t)r
−

W∇

1 + ν(t)r

]

so we obtain the following dynamic equation

ê−p(ρ(t), 0)U ′

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

](

r

1 + ν(t)r

)

+

[

ê−p(ρ(t), 0)U ′

[

rW (ρ(t))

1 + ν(t)r
−

W∇(t)

1 + ν(t)r

](

1

1 + ν(t)r

)]∇

= 0.

Then by substituting C(ρ(t)) in for
r

1 + ν(t)r
W (ρ(t))−

1

1 + ν(t)r
W∇(t) the following is

obtained
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ê−p(ρ(t), 0)U ′ (C(ρ(t)))

(

r

1 + ν(t)r

)

+

[

ê−p(ρ(t), 0)U ′ (C(ρ(t)))

(

1

1 + ν(t)r

)]∇

= 0.

Then by using the product rule and by taking the nabla derivative of the nabla expo-
nential function we have

[

U ′ (C(ρ(t)))

(

1

1 + ν(t)r

)]∇

=
p(1 − ν∇(t)) − r

(1 + ν(t)r)(1 + ν(ρ(t))p)
U ′ (C(ρ(t))) ,

where we assume that ν is a nabla differentiable function, note that ν is not necessarily
nabla differentiable in general.

We let α(t) :=
1

1 + ν(t)r
. Then again using the product rule the following is obtained

α(ρ(t)) [U ′ (C(ρ(t)))]
∇

+ α∇(t) [U ′ (C(ρ(t)))] =
p(1 − ν∇(t)) − r

(1 + ν(t)r)(1 + ν(ρ(t))p)
U ′ (C(ρ(t)))

which is the same as

[U ′ (C(ρ(t)))]
∇

=

(

p(1 − ν∇(t)) − r − α∇(t)(1 + ν(t)r)(1 + ν(ρ(t))p)

(1 + ν(t)r)(1 + ν(ρ(t))p)α(ρ(t))

)

U ′ (C(ρ(t))) ,

then by substituting
1

1 + ν(ρ(t))r
in for α(ρ(t)) and rearranging the following is obtained

[U ′ (C(ρ(t)))]
∇

U ′ (C(ρ(t)))
=

(

(

p(1 − ν∇(t)) − r
)

(1 + ν(ρ(t))r) + ν∇(t)r(1 + ν(ρ(t))p)

(1 + ν(t)r)(1 + ν(ρ(t))p)

)

(8)

for t ∈ [ρ2(0), ρ2(T )]κκ.

The Ramsey Model with the Delta Derivative:

Consider the constraint for the continuous case (4) which can be rewritten as

C(t) = −ert[e−rtW (t)]′. (9)

Now consider the discrete constraint (3) which can be rewritten as

Ct = −(1 + r)t−1∆

[

W (t)

(1 + r)t−1

]

. (10)

Using the new formulations (9) and (10), of the continuous and discrete constraints, a
generalization can be made in order to develop the time scale constraint

C(t) = −[ê−r(ρ(t), 0)]−1[ê−r(ρ(t), 0)W (t)]∆.

Then by taking the delta derivative of [ê−r(ρ(t), 0)W (t)] the following is obtained,

C(t)=−[ê−r(ρ(t), 0)]−1

[

−r(1 + ν(t)r) + rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
ê−r(ρ(t), 0)W (σ(t))+ê−r(ρ(t), 0)W∆(t)

]

,

where ν is assumed to be a delta differentiable function. Then by distributing through
by −[ê−r(ρ(t), 0)]−1 the constraint for the delta version of the Ramsey model is obtained
which is
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C(t) =

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

]

.

The Ramsey model with the delta derivative is

max[W (t)]

∫ T

0

ê−p(t, 0)U

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

]

∆t. (11)

Note that this model includes the discrete and continuous model as special cases. First
we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

L(t, W σ, W∆) = ê−p(t, 0)U

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W σ − W∆

]

so we obtain the following dynamic equation

ê−p(t, 0)U ′

[

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

](

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)

)

+

[

ê−p(t, 0)U ′

(

r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t)) − W∆(t)

)]∆

= 0.

Then by substituting C(t) in for
r(1 + ν(t)r) − rν∆(t)

(1 + µ(t)r)(1 + ν(t)r)
W (σ(t))−W∆(t), using the prod-

uct rule and taking the delta derivative of the nabla exponential we have

[U ′(C(t))]
∆

U ′(C(t))
=

(rν∆(t) − r(1 + ν(t)r))(1 + µ(t)p) + p(1 + µ(t)r)(1 + ν(t)r)

(1 + µ(t)r)(1 + ν(t)r)
(12)

for t ∈ [0, T ]κκ.
We will end this section by comparing the solutions of the two models (7) and (11).

The first comparison of the two solutions, (8) and (12), will be made where T = R. The
solution (8) obtained from the Ramsey model with the nabla derivative becomes

[U ′ (C(t))]
′

U ′ (C(t))
= p − r

for t ∈ [0, T ]. The solution (12) obtained from the Ramsey model with the delta derivative
becomes

[U ′ (C(t))]
′

U ′ (C(t))
= p − r.

for t ∈ [0, T ]. So when T = R the two solutions are the same.
The next comparison will be made where T = hZ. The solution to the Ramsey model
with the nabla derivative and T = hZ is as follows

∇[U ′(C(ρ(t)))]

U ′(C(ρ(t)))
=

p − r

1 + hp
.

Then by taking the indicated backward difference we have

U ′(C(ρ(t))) =
1 + hp

1 + hr
U ′(C(ρ(ρ(t))))
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for t ∈ [− 1
h
, T − 3

h
]. The solution to the Ramsey model with the delta derivative and

T = hZ is as follows

∆[U ′(C(t))]

U ′(C(t))
=

p − r

1 + hr
.

Then by taking the indicated forward difference we have

U ′(C(σ(t))) =
1 + hp

1 + hr
U ′(C(t))

for t ∈ [ 1
h
, T − 1

h
].

3 Free Boundary Conditions

In this section, we will form an adjustment model with ∆ derivative on time scales.
The Euler-Lagrange equation turns out to be a second order dynamic equation which
currently has no closed solution. So to circumvent this issue we will consider a time
scale T = {[0, 6) ∩ h1Z} ∪ {[6, 14) ∩ h2Z} ∪ {[14, 30]∩ h3Z} where h1 = 1, h2 = 0.5, and
h3 = 0.001 in order to solve and compare the obtained solution and the desired target
solution.

Discrete Model:

We want to minimize the dynamic model of adjustment

J [y] =

T
∑

t=1

rt[α(y(t) − y(t))2 + (y(t) − y(t − 1))2],

where y(t) is the output state variable, r > 1 is the exogenous rate of discount, y is the
desired target level (which for the purposes of this paper we will consider two cases which
are that y is either linear or exponential), and T is the horizon. The first component of
the loss function above is the disequilibrium cost due to deviations from the desired target
and the second component characterizes the agent’s aversion to output fluctuations. The
Euler-Lagrange equation for the discrete model is as follows

ry(t + 1) − (r + α + 1)y(t) + y(t − 1) + αy(t) = 0.

Continuous Model:

We want to minimize the dynamic model of adjustment

J [y] =

∫ T

0

e(r−1)t[α(y(t) − y(t))2 + (y′(t))2]dt.

The Euler-Lagrange equation becomes

y′′(t) + (r − 1)y′(t) − αy(t) + αy(t) = 0.

Time Scales Model:

The time scale model which we wish to minimize is
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J [y] =

∫ ρ(T )

σ(0)

er−1(σ(t), 0)[α(y(σ(t)) − y(σ(t)))2 + (y∆(t))2]∆t.

Note that this model includes the discrete case and the continuous case as special cases.
First we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

L(t, y(σ(t)), y∆(t)) = er−1(σ(t), 0)[α(y(σ(t)) − y(σ(t)))2 + (y∆(t))2],

so we obtain the following dynamic equation

er−1(σ(t), 0)[2α(y(σ(t))−y(σ(t))]−2[er−1(σ(t), 0)]∆y∆(σ(t))−2er−1(σ(t), 0)y∆∆(t) = 0.

Then using the identity e∆
r−1(σ(t), 0) = (r−1)(µ∆(t)+1)er−1(σ(t), 0), where µ is assumed

to be a delta differentiable function, we have

er−1(σ(t), 0)[2α(y(σ(t)) − y(σ(t))] − 2(r − 1)(µ∆(t) + 1)[er−1(σ(t), 0)y∆(σ(t))
−2er−1(σ(t), 0)y∆∆(t) = 0,

then dividing through by −2er−1(σ(t), 0) the equation simplifies to

y∆∆(t) + (r − 1)(µ∆(t) + 1)y∆(σ(t))) − αy(σ(t)) + αy(σ(t)) = 0.

This model differs from others that have been studied in the literature since there is
no constraint or boundary condition. Next we derive the free boundary conditions and
then apply the results to this adjustment model.

Theorem 3.1 If

J [y] =

∫ σ2(b)

σ(a)

L(t, y(σ(t)), y△(t))△t,

where y ∈ C2[a, σ2(b)] and y(σ(a)) = A, has a local extremum at y(t), then y(t) satisfies
the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ, y(σ(a)) = A and y(t) satisfies the condition

(σ2(b) − σ(b))Lyσ(σ(b), y(σ2(b)), y△(σ(b))) + Ly△(σ(b), y(σ2(b)), y△(σ(b))) = 0 (13)

Proof As in the proof of Theorem 1.1, J1[h] = 0 for all h ∈ C1[σ(a), σ2(b)] with
h(σ(a)) = 0. While getting Euler-Lagrange equation, if we use h(σ(a)) = 0, we get

∫ σ2(b)

σ(a)

{Lyσ(t, yσ, y△) − L
△

y△(t, yσ, y△)}hσ(t)△t

+{(σ2(b) − σ(b))Lyσ (σ(b), y(σ2(b)), y△(σ(b)))
+Ly△(σ(b), y(σ2(b)), y△(σ(b)))}h(σ2(b)) = 0

for all h ∈ C1[σ(a), σ2(b)] . The conclusion of the theorem follows. 2

Theorem 3.2 If

J [y] =

∫ σ2(b)

σ(a)

L(t, y(σ(t)), y△(t))△t,
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where y ∈ C2[a, σ2(b)] and y(σ2(b)) = B, has a local extremum at y(t), then y(t) sat-
isfies the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ, y(σ2(b)) = B and y(t) satisfies the
condition

Ly△(σ(a), y(σ2(a)), y△(σ(a))) = 0. (14)

In a similar way, we have the following theorem.

Theorem 3.3 If y(t) is a local extremum for J [y] where y ∈ C2[a, σ2(b)], then y(t)
satisfies the Euler-Lagrange equation for t ∈ [a, σ(b)]κκ and the conditions (13) and (14).

Figure 3.1: Linear case.

Figure 3.2: Exponential case.

So we have that the free boundary conditions for this model are y∆(σ(a)) = 0 and
y∆(σ(b)) = hα[y(σ2(b))− y(σ2(b))]. We will now illustrate the optimized solution of this
problem for a time scale where T = {[0, 6)∩h1Z}∪{[6, 14)∩h2Z}∪{[14, 30]∩h3Z} where
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h1 = 1, h2 = 0.5, and h3 = 0.001. This is accomplished by considering the optimized
solution to be the following piecewise defined function

y(t) =











y1(t) if t ∈ [1, 6),

y2(t) if t ∈ [6, 14),

y3(t) if t ∈ [14, 30 − 0.002],

being optimized on the three separate intervals. Figures 3.1 and 3.2 are the graphs of
the linear and exponential case with r = 1.9, α = 4, b = 0.25, and v = 4 whose target
functions are y(t) = vt + b and y(t) = eb(t, 0).

4 Concluding Remarks

The techniques of modelling with dynamic equations on time scales are not widely used
in economics. This may be due to the view that ordinary differential equations and differ-
ence equations are sufficient for modelling most interesting events in economy. However,
economists encounter situations in which discrete and continuous models do not capture
all the essential features of the events. In this sense, modelling with dynamic equations
on time scales provides a more “complete” model for events at all level of time domains.

In Section 2, a well-known Ramsey model of economics has been used to illustrate that
it is possible to write a model in economics with ∆ operator as well as with ∇ operator.
The existing theory, theory of calculus of variations on time scales, allows us to solve both
models and compare the obtained solutions on time scales R and hZ. Our calculations
show that the solutions are exactly the same on certain time scales. In Section 3, we
studied a model of economics where we cannot use both derivative operators. This is due
to the fact that the theory of calculus of variations on time scales is very much a work
in progress. At this time, the adjustment model can be solved if it is modelled with ∆
operator only.
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