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1 Introduction

The financial market is a complex, evolutionary, and nonlinear dynamical system [1].
Financial time series are inherently noisy, non-stationary, and deterministically chaotic
[2]. This means that the distribution of financial time series changes over time. Not
only a single data series is non-stationary in the sense of the mean and variance of the
series, but the relationship of the data series to other related data series may also be
continuously changing. Modeling such dynamical and non-stationary time series is a
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challenging task. Over the past few years, neural networks have been successfully used
to model financial time series ranging from options prices [3], corporate bond ratings
[4] and stock index trading [5] to currency exchange [6]. Neural networks are univer-
sal function approximators that can map any nonlinear function without any a priori
assumption about the data [7]. Unlike traditional statistical models, neural networks
are data-driven, non-parametric weak models, and they let “the data speak for them-
selves”. So neural networks are less susceptible to the model mis-specification problem
than most parametric models are, and they are more powerful in describing the dynamics
of financial time series than traditional statistical models are [6, 8].

Among these neural network models, the multilayer feedforward neural network
(FNN) is widely used for financial time series prediction due to its approximations to
nonlinear functions and its self-learning capability [7]. However, the FNN has several
limitations. For example, the convergence speed of the FNN algorithm is often slow be-
cause the learning rate is fixed [12], thus increasing the network learning time. Therefore,
some faster training FNN algorithms, such as adaptive learning algorithms [9-10], real-
time learning algorithms [11-12] and other fast learning algorithms [13-15], have been
developed in an attempt to reduce these shortcomings. But two main limitations still
remain so far.

Firstly, most FNN models do not use the optimized instantaneous learning rates
except the work of [11]. In studies in which these are introduced, the learning rate is
set to a fixed value. It is, however, critical to determine a proper fixed learning rate for
the FNN applications. If the learning rate is large, learning may occur quickly, but it
may also become unstable and may even not learn at all [11]. To ensure stable learning,
the learning rate must be sufficiently small, but a small learning rate may lead to a
long learning time and a slow convergence speed. Also, it is unclear just how small the
learning rate should be. In addition, the best fixed learning rate is problem-independent,
and it varies with different neural network structure for different applications.

Secondly, in the existing literature, almost all fast algorithms are batch learning al-
gorithms. Although neural network batch learning is highly effective, the computation
involved in each learning step is very big, especially when large sample data sets are
presented. Furthermore, the neural networks must re-learn from the beginning as new
data become available. Therefore, this may overly affect the overall computational effi-
ciency of batch learning. In this sense, batch learning is unsuitable for real-time or online
prediction when neural networks are used as a predictor.

For the first problem, an optimized instantaneous learning rate is derived from the
gradient descent rule based on optimization techniques. For the second problem, an
online learning algorithm should be created to overcome the drawbacks of batch learning
algorithm. Actually, there is a difference between online learning algorithm and batch
learning algorithm in the neural networks models. In the online learning algorithm, the
weight vectors are updated recursively after the presentation of each input vector. While
in the batch learning algorithm, the weight vectors of neural networks are updated only
at the end of each epoch, which will be further illustrated later. Usually, in the neural
networks, a single pass over the input data set is called as an epoch. Furthermore,
the weight sequence should be chosen to given a higher weight to more recent data in
the time series prediction. So an adaptive forgetting factor is also introduced into the
proposed online learning algorithm. In order to verify the effectiveness and efficiency of
the proposed online learning algorithm, two typical financial time series, S&P 500 and
the exchange rate of euros against US dollars (EUR/USD), are chosen for testing.
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The rest of this work is organized as follows. In Section 2, the proposed online learning
algorithm with adaptive forgetting factor is first presented in terms of the gradient descent
algorithm and optimization techniques. For further illustration, an empirical analysis is
then given in Section 3. Finally, some concluding remarks are drawn in Section 4.

2 The Proposed Online Learning Algorithm

In this study, we use a matrix-vector notation of the neural network description in order
to be able to express the later by simple formula. Consider a three-layer FNN, which has
p nodes in the input layer, q nodes in the hidden layer and k nodes in the output layer.
Mathematically, the basic structure of the FNN model is described by

Y (t + 1) =









y1(t + 1)
y2(t + 1)
· · ·
yk(t + 1)









=









f2[
∑q

i=1 f1(
∑p

j=1 wij(t)xj(t) + wi0(t))v1i(t) + v10(t)]

f2[
∑q

i=1 f1(
∑p

j=1 wij(t)xj(t) + wi0(t))v2i(t) + v20(t)]

· · ·
f2[
∑q

i=1 f1(
∑p

j=1 wij(t)xj(t) + wi0(t))vki(t) + vk0(t)]









=









f2[
∑q

i=0 f1(
∑p

j=0 wij(t)xj(t))v1i(t)]

f2[
∑q

i=0 f1(
∑p

j=0 wij(t)xj(t))v2i(t)]

· · ·
f2[
∑q

i=0 f1(
∑p

j=0 wij(t)xj(t))vki(t)]









=









f2[V
T
1 F1(W (t)X(t))]

f2[V
T
2 F1(W (t)X(t))]

· · ·
f2[V

T
k F1(W (t)X(t))]









= F2[V
T (t)F1(W (t)X(t))],

(1)
where xj(t), j = 1, 2, . . . , p, are the inputs of the FNN; yj(t+1), j = 1, 2, . . . , k, are the
output of the FNN; wij(t), i = 1, 2, . . . , q, j = 1, 2, . . . , p, are the weights from the input
layer to the hidden layer; wi0(t), i = 1, 2, . . . , q, are the biases of the hidden nodes; vij(t),
i= 1, . . . , q, j = 1, . . . , k, are the weights from the hidden layer to the output layer;
vi0(t), i = 1, . . . , k, are the bias of the output node; t is a time factor; f1 is the activation
function of the nodes for the hidden layer and f2 is the activation function of the nodes
for the output layer. Generally, the activation function for nonlinear nodes is assumed
to be a symmetric hyperbolic tangent function, i.e. f1(x) = tanh(u−1

0 x), and its first-
and second-order derivatives are f ′

1(x) = u−1
0 [1− f2

1 (x)], f ′′

1 (x) = −2u−1
0 f1(x)[1− f2

1 (x)],
respectively, where u0 is the shape factor of the activation function. Specially, some
notations in Equation (1) are defined as follows:

X = (x0, x1, · · · , xp)
T ∈ R(p+1)×1, Y = (y1, y2, · · · , yk)T ∈ Rk×1,

W =









w10 w11 · · · w1p

w20 w21 · · · w2p

· · · · · · · · · · · ·
wq0 wq1 · · · wqp









= (W0, W1, · · · , Wp) ∈ Rq×(p+1),

V =









v10 v20 · · · vk0

v11 v21 · · · vk1

· · · · · · · · · · · ·
v1q v2q · · · vkq









= (V1, V2, · · · , Vk) ∈ R(q+1)×k,
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F1(W (t)X(t))

=
(

F1(
∑p

j=1 w0j(t)xj(t)) F1(
∑p

j=1 w1j(t)xj(t)) · · · F1(
∑p

j=1 wqj(t)xj(t))
)T

.

F1(W (t)X(t)) ∈ R(q+1)×1.

For simplification, let neti(t) =
∑p

j=0 wij(t)xj(t), i = 0, 1, . . . , q, then

F1(W (t)X(t)) =
(

F1(net0(t)) F1(net1(t)) · · · F1(netq(t))
)T

∈ R(q+1)×1.

Usually, through estimating the model parameter vectors (W , V ) via FNN learning,
we can realize the corresponding tasks such as function approximation, system identifi-
cation or prediction. In fact, the model parameter vectors (W , V ) can be obtained by
iteratively minimizing a cost function E(X : W , V ). In general, E(X :W , V ) is a sum of
the error squares cost function with k output nodes and N training pairs, i.e.,

E(X : W, V ) =
1

2

∑N

j=1

∑p

i=1
e2

i (j) =
1

2

∑N

j=1
eT (j)e(j)

=
1

2

∑N

j=1
[yj − ŷj(X : W, V )]T [yj − ŷj(X : W, V )], (2)

where e(j) = [e1(j), e2(j), · · · , ek(j)]T ∈ Rk×1, yj is the jth actual value and ŷj(X :
W, V ) is the jth estimated value, j = 1, . . . , N .

However, the learning algorithm based on Equation (2) is batch learning of neural
networks. As earlier mentioned, the computation of the batch learning algorithm is very
large if big sample data sets are given. Also, the neural networks must re-learn when new
data are available. To overcome the shortcomings, the neural network learning should
be iterative or recursive, allowing the network parameters to be updated at each sample
interval as new data become available. This idea will be activated to create a new online
learning algorithm. In addition, a weighting sequence should be chosen to give a higher
weight for more recent data in order to perform online prediction. To arrive at this goal,
an adaptive forgetting factor is introduced to this problem. In this study, an exponential
forgetting mechanism in the cost function, like a recursive algorithm with the forgetting
factor, is used, and then Equation (2) can be rewritten as

E(t) =
1

2

∑t

j=1
λt−j

∑k

i=1
e2

i (j) =
1

2

∑t

j=1
λt−jeT (j)e(j)

=
1

2

∑t

j=1
λt−j [y(j) − ŷi(j)]

T [y(j) − ŷi(j)], (3)

where λ is the forgetting factor, 0 < λ 6 1, e(j) = [e1(j), e2(j), · · · , ek(j)]T ∈ Rk×1, j =
1, . . . , t; t is a time factor, representing the number of training pairs here.

By applying the steepest descent method to the error cost function E(t) (i.e., Equation
(3)), we can obtain the gradient of E(t) with respect to parameters W and V , respectively.

∇W E(t) =
∂E(t)

∂W (t)
=
∑t

j=1
λt−j

∑k

i=1
ei(j)

∂ei(j)

∂W (j)
= −

∑t

j=1
λt−j

∑k

i=1
ei(j)

∂ŷi(j)

∂W (j)
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= −
∑t

j=1
λt−jF̄ ′

1(j)V̄ (j)F ′

2(j)e(j)x
T (j) = λ∇W E(t − 1) − F̄ ′

1(t)V̄ (t)F ′

2(t)e(t)x
T (t),

(4)

∇V E(t) =
∂E(t)

∂V (t)
=
∑t

j=1
λt−j

∑k

i=1
ei(j)

∂ei(j)

∂V (j)
= −

∑t

j=1
λt−j

∑k

i=1
ei(j)

∂ŷi(j)

∂V (j)

= −
∑t

j=1
λt−jF1(j)e

T (j)F ′

2(j) = λ∇V E(t − 1) − F1(t)e
T (t)F ′

2(t). (5)

So, the updated formulae of weights are given by, respectively

∆W (t) = −η∇W E(t) = −η
(

λ∇W E(t − 1) − F̄ ′

1(t)V̄ (t)F ′

2(t)e(t)x
T (t)

)

, (6)

∆V (t) = −η∇V E(t) = −η
(

λ∇V E(t − 1) − F1(t)e
T (t)F ′

2(t)
)

, (7)

where η is the learning rate; λ is the forgetting factor; ∆ is the incremental operator; ∇
is the gradient operator; ∆W and ∆V are the weight adjustment increments;

F̄ ′

1(j) = diag[f ′

1(1) f ′

1(2) · · · f ′

1(q)] ∈ Rq×q;

F ′

2 = diag[f ′

2(1) f ′

2(2) · · · f ′

2(k)] ∈ Rk×k;

f ′

1(i) = f ′

1(neti) =
∂f1(neti)

∂neti
, i = 1, 2, · · · , q;

f ′

2(i) = f ′

2[v
T
i F1(WX)] =

∂f2[v
T
i F1(WX)]

∂[vT
i F1(WX)]

, i = 1, 2, · · ·k;

V̄ =









v11 v21 · · · vk1

v12 v22 · · · vk2

· · · · · · · · · · · ·
v1q v2q · · · vkq









= [v̄1 v̄2 · · · v̄k] ∈ Rq×p;

v̄i = [vi1 · · · viq]
T ∈ Rq×1, i = 1, 2, · · · , q.

To derive the optimal learning rate, consider the following error increment equation:

∆e(t + 1) = e(t + 1) − e(t) = y(t + 1) − ŷ(t + 1) − y(t) + ŷ(t). (8)

Let ∆y(t + 1) = y(t + 1)− y(t) be the change of the actual series and let ∆ŷ(t + 1) =
ŷ(t + 1) − ŷ(t) be the change of the neural network output. Here we assume that the
absolute value of the change of the actual series is much smaller than the absolute value of
the change of the neural network output, i.e., |∆y(t + 1)| << |∆ŷ(t + 1)|. This implies
that the value y(t) can approximate y(t+1) locally during the training process, that
is to say, the change of the actual series can be ignored comparing with the change
of neural network output during the learning process. This assumption is realistic for
many processes of actual series due to energy constraints in practical systems, while no
constraints are imposed to the output of the neural networks [11]. Also, if this condition
is not satisfied, then the neural network prediction system will not be able to adapt
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sufficiently fast to change in the actual series and the prediction of the actual series
will be impossible. With the above assumption, the increment in Equation (8) can be
approximated as

∆e(t + 1) = e(t + 1) − e(t) = ∆y(t + 1) − ∆ŷ(t + 1) ≈ −∆ŷ(t + 1). (9)

Usually, in the recursive algorithm, the change of output of neural networks with
adaptive forgetting factors can be represented as

∆ŷ(t + 1) = −ηλζ(t − 1) + ηξ(t)e(t), (10)

where ζ(t − 1) = F ′

2[∇
T
V E(t − 1)F1 + V̄ T F̄ ′

1∇W E(t − 1)X ], ξ(t) = F ′

2[(F
T
1 F1)Ik2 +

V̄ T F ′

1F
′

1V̄ XT X ]F ′

2 with

F ′

2 =









F ′

2(1) 0 · · · 0

0 F ′

2(2) · · · 0

· · · · · · · · · · · ·
0 0 · · · F ′

2(N)









,

FT
1 F1 =









FT
1(1)F1(1) FT

1(1)F1(2) · · · FT
1(1)F1(N)

FT
1(2)F1(1) FT

1(2)F1(2) · · · FT
1(2)F1(N)

· · · · · · · · · · · ·
FT

1(N)F1(1) FT
1(N)F1(2) · · · FT

1(N)F1(N)









,

XT X =









xT
1 x1 xT

1 x2 · · · xT
1 xN

xT
2 x1 xT

2 x2 · · · xT
2 xN

· · · · · · · · · · · ·
xT

Nx1 xT
Nx2 · · · xT

NxN









,

F ′

1F
′

1 =









F̄ ′

1(1)F̄
′

1(1) F̄ ′

1(1)F̄
′

1(2) · · · F̄ ′

1(1)F̄
′

1(N)

F̄ ′

1(2)F̄
′

1(1) F̄ ′

1(2)F̄
′

1(2) · · · F̄ ′

1(2)F̄
′

1(N)

· · · · · · · · · · · ·
F̄ ′

1(N)F̄
′

1(1) F̄ ′

1(N)F̄
′

1(2) · · · F̄ ′

1(N)F̄
′

1(N)









.

In order to prove Equation (10), a lemma must be introduced firstly.

Lemma 2.1 The total time derivative of the FNN single output V T F1(WX)is given
by

d[V T F1(WX)]

dt
= F1(WX)

dV

dt
+ V̄ T F̄ ′

1(WX)
dW

dt
X

=
dV T

dt
F1(WX) + V̄ T F̄ ′

1(WX)
dW

dt
X,

where V T F1(WX) is the single output of FNN; dW
dt

and dV
dt

are the derivatives with
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respect to timet; W , V are the weight vectors; X is the input vector; and

F1(WX) = [f1(net0), f1(net1), · · · , f1(netq)]
T ; X = [x0, x1, · · · , xp]

T ;

F̄ ′
1(WX) =





f ′(net1) · · · 0
· · · · · · · · ·
0 · · · f ′(netq)



 ;
dW

dt
=

















dw00

dt

dw01

dt
· · ·

dw0p

dt
dw10

dt

dw11

dt
· · ·

dw1p

dt
· · · · · · · · · · · ·
dwq0

dt

dwq1

dt
· · ·

dwqp

dt

















;

V̄ = [v1, v2, · · · , vq]
T ;

dV

dt
=

[

dv0

dt

dv1

dt
· · ·

dvq

dt

]T

.

Proof Derivation of d[V T F1(WX)]
dt

is as follows:

d[V T F1(WX)]
dt

=
d[
∑q

i=0
vif1(

∑p

j=0
wijxj)]

dt

=
q
∑

i=0

∂[
∑ q

i=0
vif1(

∑p

j=0
wijxj)]

∂vi

dvi

dt
+

q
∑

i=0

p
∑

j=0

∂[
∑ q

i=0
vif1(

∑p

j=0
wijxj)]

∂wij

dwij

dt

=
q
∑

i=0

f1

(

p
∑

j=0

wijxj

)

dvi

dt
+

q
∑

i=0

p
∑

j=0

vif
′

1

(

p
∑

j=0

wijxj

)

xj
dwij

dt

= f1(net0)
dv0

dt
+ f1(net1)

dv1

dt
+ · · · + f1(netq)

dvq

dt

+ v0f
′

1(net0)[x0
dw00

dt
+ x1

dw01

dt
+ · · · + xp

dw0p

dt
]

+ v1f
′

1(net1)[x0
dw10

dt
+ x1

dw11

dt
+ · · · + xp

dw1p

dt
] + · · ·

+ vqf
′

1(netq)[x0
dwq0

dt
+ x1

dwq1

dt
+ · · · + xp

dwqp

dt
]

= [f1(net0) f1(net1) · · · f1(netq)]
[

dv0

dt
dv1

dt
· · ·

dvq

dt

]T

+[v1 v2 · · · vq]





f ′ (net1) · · · 0
· · · · · · · · ·
0 · · · f ′ (netq)





(

due to f(net0) ≡ 1,
f ′(net0) = 0

)

×









dw00

dt
dw01

dt
· · ·

dw0p

dt
dw10

dt
dw11

dt
· · ·

dw1p

dt

· · · · · · · · · · · ·
dwq0

dt

dwq1

dt
· · ·

dwqp

dt

















x0

x1

· · ·
xp









= FT
1 (WX)dV

dt
+ V̄ T F̄ ′

1(WX)dW
dt

X = dV T

dt
F1(WX)+ V̄ T F̄ ′

1(WX)dW
dt

X.

�

In the following, we start to prove Equation (10). The above Lemma together with
Equations (6) and (7) gives
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∆ŷ(t+1) ≈
(

dŷ(t+1)
dt

)

∆t=











dŷ1(t+1)
dt

dŷ2(t+1)
dt

· · ·
dŷk(t+1)

dt











∆t=











f ′

2(1) ·
(

FT
1

dv1

dt
+ vT

1 F̄ ′

1
dW
dt

X
)

f ′

2(2) ·
(

FT
1

dv2

dt
+ vT

2 F̄ ′

1
dW
dt

X
)

· · ·

f ′

2(k) ·
(

FT
1

dvk

dt
+ vT

k F̄ ′

1
dW
dt

X
)











∆t

≈











f ′

2(1) ·
(

FT
1

∆v1

∆t
+ vT

1 F̄ ′

1
∆W
∆t

X
)

f ′

2(2) ·
(

FT
1

∆v2

∆t
+ vT

2 F̄ ′

1
∆W
∆t

X
)

· · ·

f ′

2(k) ·
(

FT
1

∆vk

∆t
+ vT

k F̄ ′

1
∆W
∆t

X
)











∆t =









f ′

2(1) · (F
T
1 ∆v1 + vT

1 F̄ ′
1∆WX)

f ′

2(2) · (F
T
1 ∆v2 + vT

2 F̄ ′
1∆WX)

· · ·
f ′

2(k) · (F
T
1 ∆vk + vT

k F̄ ′
1∆WX)









=









f ′

2(1) · (F
T
1 [−η∇V1

E(t)] + v̄T
1 F̄ ′

1[−η∇W E(t)]X)

f ′

2(2) · (F
T
1 [−η∇V2

E(t)] + v̄T
2 F̄ ′

1[−η∇W E(t)]X)

· · ·
f ′

2(k) · (F
T
1 [−η∇Vk

E(t)] + v̄T
k F̄ ′

1[−η∇W E(t)]X)









= −η









f ′

2(1) · (F
T
1 ∇V1

E(t) + v̄T
1 F̄ ′

1∇W E(t)X)

f ′

2(2) · (F
T
1 ∇V2

E(t) + v̄T
2 F̄ ′

1∇W E(t)X)

· · ·
f ′

2(k) · (F
T
1 ∇Vk

E(t) + v̄T
k F̄ ′

1∇W E(t)X)









= −η









f ′

2(1) 0 · · · 0

0 f ′
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�

Substituting (10) into (9), we obtain

e(t + 1) ≈ e(t) + ηλζ(t − 1) − ηξ(t)e(t). (11)

The objective here is to derive an optimal learning rate η. That is, at iteration t, an
optimal value of the learning rate, η∗(t), which minimizes E(t+1), is obtained. Define
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the cost function:
E(t + 1) = 0.5eT (t + 1)e(t + 1). (12)

Using Equation (11), Equation (12) may be written as

E(t + 1) = 0.5 [e(t) + ηλζ(t − 1) − ηξ(t)e(t)]
T

[e(t) + ηλζ(t − 1) − ηξ(t)e(t)] . (13)

In Equation (13), the first and second order conditions are as

dE(t+1)
dη

∣

∣

∣

η=η∗(t)
= −0.5 [ξ(t)e(t) − λζ(t − 1)]T [e(t) − η∗(t)ξ(t)e(t) + η∗(t)λζ(t − 1)]

− 0.5[e(t) − η∗(t)ξ(t)e(t) + η∗(t)λζ(t − 1)]T [ξ(t)e(t) − λζ(t − 1)] = 0,

d2E(t + 1)

dη2

∣

∣

∣

∣

η=η∗(t)

= [ξ(t)e(t) − λζ(t − 1)]T [ξ(t)e(t) − λζ(t − 1)] > 0.

Since ξ(t) and ζ(t−1) is positively defined, the second condition is met, the optimum
learning rate can be obtained from the first order condition, as illustrated in Equation
(14). Interestedly, the optimized learning rate that we obtained is distinctly different
from the result produced by the work [11]

η∗(t) =
[ξ(t)e(t) − λζ(t − 1)]T e(t)

[ξ(t)e(t) − λζ(t − 1)]T [ξ(t)e(t) − λζ(t − 1)]
. (14)

Finally, the increments of the neural network parameters, found using the optimal
learning rate, are obtained by replacing the η∗ given by Equation (14) to Equations (6)
and (7), which yield

∆W (t) = −

(

[ξ(t)e(t) − λζ(t − 1)]T e(t)

[ξ(t)e(t) − λζ(t − 1)]T [ξ(t)e(t) − λζ(t − 1)]

)

×
(

λ∇W E(t − 1) − F̄ ′

1(t)V̄ (t)F ′

2(t)e(t)x
T (t)

)

, (15)

∆V (t) = −

(

[ξ(t)e(t) − λζ(t − 1)]T e(t)

[ξ(t)e(t) − λζ(t − 1)]T [ξ(t)e(t) − λζ(t − 1)]

)

×
(

λ∇V E(t − 1) − F1(t)e
T (t)F ′

2(t)
)

. (16)

It is worth noting that the forgetting factor λ is adaptive. During the neural network
learning process, if the prediction error e(t) grows, this may mean that the neural network
parameters have changed. This implies that the network model is incorrect and needs
adjustment. So we should reduce the forgetting factor and allow the neural network
model to adapt. An adaptive forgetting factor which allows this is

λ(t) = s(t − 1)/s(t), (17)

where s(t) is a weighted average of the past values of eT e and is calculated by

s(t) = [(τ − 1)/τ ]s(t − 1) + (eT e
/

τ), (18)

τ is the time constant of the forgetting factor determining how fast λ(t) changes.
Using the updated weight formula with optimal learning rates and adaptive forgetting

factors, a new online recursive learning algorithm is generated. For convenience, the
proposed online learning algorithm is summarized as follows, as shown in Figure 2.1.

To verify the effectiveness of the proposed online learning algorithm, two typical
financial time series: S&P 500, a famous stock index, and one foreign exchange rate, euros
against US dollars (EUR/USD), are used as testing targets. The simulation experiments
are presented in the following section.
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Figure 2.1: Outline of the proposed online learning algorithm.

3 Experimental Analysis

In this section, there are two main motivations: (1) to evaluate the performance of the
proposed online learning algorithm, and (2) to compare the efficiency of the proposed
online learning algorithm with other similar algorithms. To perform the two motivations,
two real-world data experiments are carried out. In this section, we first describe the
research data and experiment design and then report the experimental results.

3.1 Research data and experiment design

In the experiments, one stock index, S&P 500, and one foreign exchange rate, euros
against US dollars (EUR/USD), are used for testing purpose. The historical data are
daily and are obtained from Wharton Research Data Service (WRDS), provided by
Wharton School of the University of Pennsylvania. The entire data set covers the period
from January 1, 2000 to December 31, 2004 with a total of 1256 observations. The data
sets are divided into two periods: the first period covers January 1, 2000 to December
31, 2003 with 1004 observations, while the second period is from January 1, 2004 to
December 31, 2004 with 252 observations. The first period, which is assigned to in-
sample estimation, is used for network learning, i.e., training set. The second period,
which is reserved for out-of-sample evaluation, is used for validation, i.e., testing set. For
space limitation, the original data are not listed in this paper, and detailed data can be
obtained from the WRDS.

For comparison, four related algorithms, standard FNN algorithm [7, 16], batch learn-
ing algorithm, Levenberg-Marquart (LM) based learning algorithm [15-16], and extended
Kalman filter (EKF) based learning algorithm [12, 17], are employed in this study. For
standard FNN learning algorithm, the learning rate is fixed at 0.3, more details about
standard FNN learning algorithm can be referred to [7]. In the batch learning algorithm,
the weights are updated only at the end of each epoch. Similar to the online learning
algorithm, the batch learning algorithm can also be summarized as follows, as illustrated
in Figure 3.1.

The Levenberg-Marquart (LM) based algorithm [15-16] is a kind of quick convergence
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algorithm which has the little computation time for per iteration. Basically, the link
weights of the neural network are updated based on the Jacobian matrix, J , collecting
the partial derivatives of the neural network error e with respect to the weights. In other
words, the update increment ∆W collecting the corrections of the weights in matrix W

is computed by
∆W = −[JT J + µI]−1JT e, (19)

J =
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Figure 3.1: Outline of the batch learning algorithm.

It is worth noting that the LM-based algorithm is rather flexible. If µ is sufficiently
large, the above weight update algorithm is similar to the gradient descent algorithm.
If µ is equal to zero, the above algorithm will be a Gaussian-Newton algorithm. In
this sense, the LM-based algorithm has the characteristics of both the gradient descent
algorithm and the Gaussian-Newton algorithm.

The extended Kalman filter (EKF) based algorithm [12, 17] is a novel weight ad-
justment algorithm for FNN. In this algorithm, the Kalman filter is used to update the
weight vector of FNN. The generic principle of EKF-based algorithm is that the EKF can
modify the weight parameters to maximize the posterior probability of current instance
with respect to its predicted probability distribution of weight parameters. Recent work
proposed by Ruck [17] has revealed that the FNN algorithm is actually a degenerated
form of the EKF. Due to its excellent convergence properties, a lot of successful appli-
cations have been reported. Basically, the EKF-based weight adjustment formulae are
illustrated as follows.

W (t) = W (t − 1) + K(t)[y(t) − ŷ(t)], (21)

K(t) = P (t − 1)HT (t)[H(t)P (t − 1)HT (t) + R(t)]−1, (22)
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P (t) = P (t − 1) − K(t)H(t)P (t − 1), (23)

where W (t) is the connect weight of FNN, K(t) is called the Kalman gain, y(t) is the
actual value, ŷ(t) is the predicted value produced by neural networks, P (t) is the error
covariance matrix, defined by P (t) = E{[y(t) − ŷ(t)]T [y(t) − ŷ(t)]} and H(t) is the

gradient, defined by H(t) = ∂ŷ(t)
∂W

. Usually, the system actual outputy(t) = ŷ(t) + ε(t),
ε(t) is assumed to be white noise vector with covariance R(t) regarded as a modeling
error. For more details, please refer to [12, 17].

In all the neural network predictors, five input nodes are determined by auto-
regression testing. The appropriate number of hidden nodes is set to 12 in terms of
trial and error. The training epochs are set to 3000 due to trial and error and the
problem complexity.

To examine the forecasting performance, the root mean square error (RMSE ) and
directional change statistics (Dstat) [16] of financial time series are employed as the
performance measurement of the testing set. In addition, training time and training mean
square error (TMSE) are used as the efficiency measurement of different algorithms.

3.2 Experiment Results

When the data are prepared, we begin to perform experiments according to the previous
experiment design. First of all, the prediction results with five algorithms are reported.
Figures 3.2 and 3.3 give graphical representations of the forecasting results for two typical
financial time series using different FNN learning algorithms. Table 3.1 shows a detailed
prediction performance of the different algorithms in terms of both the level measure-
ment (RMSE ) and direction measurement (Dstat). From the figures and table, we can
generally find that the prediction results of the proposed online learning algorithm are
very promising for two typical financial time series under study either where the mea-
surement of forecasting performance is the goodness-of-fit such as RMSE or where the
forecasting performance criterion is the Dstat.

Figure 3.2: The forecasting results with different learning algorithm for S&P 500.

In detail, Figure 3.2 reveals that the comparison for the S&P 500 of the proposed
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online learning algorithm versus the other four learning algorithm. Similarly, it can be
seen from Figure 3.3 that the forecasting performance for ERU/USD has significantly
improved using the proposed online learning algorithm. The graphical results indicate
that the proposed online learning algorithm performs than the other algorithms presented
here.

Subsequently, the concrete prediction performance comparison of various algorithms
for two different financial time series via RMSE and Dstat are given in Table 3.1.

For the S&P 500, the proposed online learning algorithm outperforms the other four
learning algorithms in terms of both RMSE and Dstat. Focusing on the RMSE indica-
tor, the proposed online learning algorithm performs the best, followed by batch learning,
EKF-based learning, LM-based learning and Standard FNN learning algorithm. Com-
paring with standard FNN learning algorithm, the RMSE of the proposed online learning
algorithm is much smaller. From the viewpoint of Dstat, the performance of the proposed
online learning algorithm is the best of the all. Relative to the standard FNN learning
algorithm, the performance improvement arrives at 26.82% (80.31%-53.41%) While the
performance of the proposed online learning algorithm is slightly improved relative to
batch learning algorithm, EKF-based learning algorithm and LM-based algorithm.

Figure 3.3: The forecasting results with different learning algorithm for EUR/USD.

Algorithms
S&P 500 EUR/USD
RMSE Dstat(%) RMSE Dstat(%)

Online learning 1.2859 80.31 0.0799 79.87
Batch learning 2.1467 71.42 0.0943 69.75
EKF-based learning 2.1538 70.35 0.1051 72.29
LM-based learning 4.3531 71.69 0.1544 69.34
Standard FNN 7.8553 53.49 0.3362 55.64

Table 3.1: Performance comparison of four neural network learning algorithms.
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Algorithms
S&P 500 EUR/USD
Time (seconds) TMSE Time

(seconds)
TMSE

Online learning 197 3.41 192 1.17×10−3

Batch learning 186 7.96 177 5.04×10−3

EKF-based learning 173 8.42 154 4.85×10−3

LM-based learning 535 8.77 573 3.56×10−3

Standard FNN 249 12.55 269 6.09×10−3

Table 3.2: The comparisons of the computational efficiency and training performance.

For the exchange rate of EUR/USD, the performance of the proposed online algo-
rithm is the best, similar to the results of the S&P 500. Likewise, the proposed online
algorithm has gained much improvement relative to the standard FNN learning algo-
rithm. Interestedly, the RMSE of the batch learning algorithm is slightly better than
that of the EKF-based learning algorithm, but the directional performance (i.e., Dstat)
of the batch learning is somewhat worse than that of the EKF-based learning algorithm.
The possible reasons are needed to be further addressed later.

In summary, we can conclude that (1) the proposed online learning algorithm with
adaptive forgetting factors performs consistently better than other comparable learning
algorithm for both the stock index and foreign exchange rate; (2) the evaluation value of
the two criteria of the proposed online learning is much better than that of the standard
FNN learning algorithm, indicating that the proposed online learning algorithm can
effectively reflect error changes and significantly improve network learning performance.
One possible reason for this is that the optimal learning rate and adaptive forgetting
factors are used in the online learning algorithm.

In addition, the computation speed of the proposed online algorithm is very fast dur-
ing the experiments when using a personal computer (PC) and the training performance
is also well in predicting time series, indicating that the proposed learning algorithm is
an efficient online algorithm. For comparison purpose, Table 3.2 reports the comparison
of the computation time and training performance between the proposed online learning
algorithm and the other four learning algorithm presented here.

From Table 3.2, we can find the following conclusions. First of all, for both S&P 500
and EUR/USD series, the computational time of the EKF-based learning algorithm is
the smallest and the LM-based learning algorithm is the largest. The results reported
here are basically consistent with the work of Iiguni et al. [12]. The main reason is
that the number of iterations of LM-based learning algorithm is much larger than that
of EKF-based learning algorithm, although the computation time per iteration of the
EKF-based learning algorithm is larger than that of the LM-based learning algorithm
[12]. Secondly, the computation time of the batch learning algorithm is smaller than that
of the online learning algorithm due to the batch processing of the data. However, rela-
tive to the standard FNN learning and LM-based learning algorithms, the computation
time of the online learning algorithm is much smaller. The main reason may be that the
proposed online learning algorithm adopts optimal learning rate, resulting in the increase
of convergence speed. Thirdly, although the computation time of the proposed online
learning algorithm is not the best, the training performance (refer to TMSE presented
by Table 3.2) and the generalized performance (refer to RMSE and Dstat reported by
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Table 3.1) is the best among the entire learning algorithms presented in this study. The
possible reason is that the adaptive forgetting factor helps improve the performance of
this proposed algorithm. Finally, since the difference of the computation time between
the proposed online learning algorithm and EKF-based and batch learning algorithm is
marginal, and the difference of the performance between the proposed online learning
algorithm and EKF-based and batch learning is significant, in this sense, the computa-
tional efficiency of the proposed online learning algorithm is satisfactory when forecasting
financial time series. In general, the experimental results reveal that the proposed online
learning algorithm provide a feasible solutions to financial time series online prediction.

4 Conclusions

In this study, an online learning algorithm with optimized learning rates and adaptive
forgetting factors is first proposed. This exploratory research examines the potential of
using the proposed online learning algorithm to predict two main financial time series –
S&P 500 and the exchange rate for euros against US dollars. Our empirical results suggest
that the online learning algorithm may provide much better forecasts than the other four
learning algorithms. Furthermore, the learning efficiency is also satisfactory relative to
the learning performance. This implies that the proposed online learning algorithm with
adaptive forgetting factors is very suitable for online prediction of financial time series.
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