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1 Introduction

The sixth of June, 2007 is the 150th birthday anniversary of the outstanding Russian
mathematician and mechanical scientist, Academician Liapunov. A brief outline of the
life and activities of Alexander Mikhaylovich Liapunov is contained in [30], while a more
detailed outline is given in [22]. The main directions of Liapunov’s scientific activities
are as follows:

— stability of equilibrium and motion of mechanical systems with a finite number of
degrees of freedom;

— equilibrium figures of uniformly rotating liquids;
— stability of equilibrium figures of rotating liquids;

— equations of mathematical physics;
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— probability theory;
— lecture courses on theoretical mechanics.

For a detailed analysis of Liapunov’s papers in the above mentioned directions see the
survey [33].

Liapunov started publication of his works on the problems of motion stability of
systems with a finite number of degrees of freedom in 1888. In 1892 he formulated a strict
definition of stability which crowned his intensive work during 1889-1892. The notion
of “Liapunov stability” adopted nowadays denotes stability of solutions with respect
to perturbation of the initial data over infinite time intervals. The exact definition of
stability was of principal importance for further determination of stability criteria of the
equilibrium and/or motion of mechanical or other kinds of systems.

In 1892 the Kharkov Mathematical Society published Liapunov’s paper “General
Problem of Motion Stability” [11]. This work was defended by Liapunov as his doctoral
thesis at Moscow University in 1892. In this paper Liapunov considered differential
equations of perturbed motion in a quite general form and developed two general methods
of analysis of their solutions. The first method is based on the integration of the above
mentioned equations by special series. The second technique is based on the application of
an auxiliary function whose properties together with properties of its total time derivative
along solutions of the system under consideration allow the conclusion on dynamical
behavior of solutions for the system.

Alongside these two methods of qualitative analysis of motion equations, Liapunov
introduced the notion of a function’s characteristic number and applied it to stability
analysis of solutions for linear systems of differential equations with variable coefficients.
Liapunov completely solved the problem of stability by the first approximation and stud-
ied stability of solutions to perturbed motion equations in some critical cases.

The list of references (see [9-23]) presents the papers by Liapunov published to date
which deal with stability of systems with a finite number of degrees of freedom, general
theory of ordinary differential equations, and classical mechanics. Note that many of
Liapunov’s papers still remain unpublished.

The aim of our paper is to present some results of stability analysis of solutions for a
new class of perturbed motion equations referred to as dynamic equations on time scales.
Equations on time scales provide a possibility for a simultaneous description of dynamics
of continuous-time and discrete-time systems. Such two-mode systems occur in some
problems on impulsive control in the description of some technological processes with
discrete effects of a catalyst. Some necessary introduction to the mathematical analysis
on time scales is presented here in accordance with [2,3], with vast bibliography therein.

2 Elements of Calculus on Time Scales

2.1 Description of Time Scales

An arbitrary nonempty closed subset of the set of real numbers R is referred to as a time
scale and denoted by T. Examples of time scales are the reals R, the integers Z, the
positive integers N, and the nonnegative integers Ny. The most common time scales are
T = R for continuous calculus, T = Z for discrete calculus, and T = ¢"o = {¢": n € Ny},
where g > 1, for quantum calculus.
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Definition 2.1 e The forward and backward jump operators o and p are defined
by
o(t)=inf{s € T: s>t} forall teT
and
p(t) =sup{s€T: s<t} forall teT,
respectively.

e By means of the operators 0 : T — T and p : T — T, the elements ¢t € T are
classified as follows: If o(t) = t, p(t) =t, o(t) > t, and p(t) < t, then ¢ is called
right-dense, left-dense, right-scattered, and left-scattered, respectively. Here it is
assumed that inf @ = sup T (i.e., o(t) = ¢ if T contains the maximal element t) and
sup@ = inf T (i.e., p(t) = ¢ if T contains the minimal element ).

e In addition to the set T, the set T* is defined as follows. If T contains the left scat-
tered maximum m, then T® = T\ {m}, and T® = T in the other cases. Therefore,

T — T\ (p(sup T), sup T] if supT < oo,
T if supT = co.

e The distance from an arbitrary element ¢ € T to its follower is called the graininess
of the time scale T and is given by the formula

w(it)=o()—t forall teT.

If T =R, then o(t) =t = p(t) and p(t) = 0, and if T = Z, then o(t) = ¢t + 1,
p(t) =t —1, and pu(t) = 1.

In some cases for equations on a time scale T, the principle of induction on time scales
is applied. In the monograph [2], this principle is formulated as follows.

Theorem 2.1 Let tg € T and {S(t): ¢ € [to,00)} be a set of assertions satisfying
the conditions:

1. The statement S(t) is true for t = to.
2. Ift € [to,00) is right-scattered and S(t) is true, then S(o(t)) is true as well.

3. Ift € [tg, 00) is right-dense and S(t) is true, then there exists a neighborhood W of
t such that S(s) is true for all s € W N (t, 00).

4. If t € (to,00) is left-dense and S(s) is true for all s € [to,t), then S(t) is true.

Then S(t) is true for all t € [tg,00).

2.2 Differentiation on Time Scales

Further we shall consider a function f : T — R and determine its A-derivative at a point
t e T".
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Definition 2.2 e The function f : T — R is called A-differentiable at a point
t € T* if there exists v € R such that for any € > 0 there exists a W-neighborhood
of t € T* satisfying

[[f(a(t) — f(s)] = ~[o(t) — ]| < elo(t) —s| forall se&W.
In this case we shall write f2(t) = 1.

o If the function f is A-differentiable for any ¢t € T*, then f : T — R is called
A-differentiable on T*.

Some useful properties of the derivative of a function f are found in the results below.

Theorem 2.2 Assume that f : T — R and t € T". Then the following assertions
are true:

(1) if f 4s differentiable at t, then f is continuous at t;

(2) if f is continuous at t and t is right-scattered, then f is differentiable at t with

(3) if t is right-dense, then f is differentiable at t iff there exists the limit

IR0

s—t t—s

as a finite number, and then

(4) if [ is differentiable at t, then
Fla(t)) = F(8) + u()F2(2).

Note that, if T = R, then f» = f’, which is the Cauchy derivative of f, and if T = Z,
then f2(t) = Af(t) = f(t+1) — f(t), which is the forward difference of f.
Further we present the following result.

Theorem 2.3 Assume that the functions f,g : T — R are differentiable at t € T*.
Then the following assertions are valid:

(1) the sum f+ g: T — R is differentiable at t and
(f +9)2(1) = F2() + g (1);
(2) for any constant «, the function af : T — R is differentiable at t and

(af)2(t) = af 2 (t);
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(3) the product fg: T — R is differentiable at t and
(f9)2(t) = f2(0)g(t) + f(o(£))g>(t) = F(t)g™ () + f2(t)g(a(t));

(4) if f(t)f(o(t)) #0, then the function 1/ f is differentiable at t and

I O
(f) O =~ FOem)

(5) if g(t)g(o(t)) # 0, then the function f/g is differentiable at t and

DL AW — (g™ ()
(5) 0= = 0aew)

2.3 Integration on Time Scales

Further we shall consider functions that are “integrable” on the time scale T.

Definition 2.3 e A function f : T — R is called regulated provided its right-
sided limit exist (finite) at all right-dense points in T and its left-sided limits exist
(finite) at all left-dense points in T.

e A function f : T — R is called rd-continuous provided it is continuous at right-dense
points in T and its left-sided limits exist (finite) at left-dense points in T.

e The set of all rd-continuous functions f : T — R is denoted by C,q = C;a(T, R).
Theorem 2.4 Assume that f: T — R. Then the following assertions are true:
(1) If f is continuous on T, then it is rd-continuous on T;
(2) if [ is rd-continuous on T, then it is requlated on T;
(3) the jump operator o : T — T is rd-continuous;

(4) if f is regulated or rd-continuous on T, then the function f oo possesses the same
property;

(5) if f: T — R is continuous and g : T — R is requlated and rd-continuous, then the
function f o g possesses the same property.

Definition 2.4 e A function F : T — R such that F» = f is called an an-
tiderivative of the function f.

e If F'is an antiderivative of f, then the integral is defined by

/bf(t)At— F(b) — F(a) forall a,beT.
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It is well known that any rd-continuous function f : T — R possesses an antideriva-
tive.
If f2(t) >0on [a,b] and s,t € T with a < s <t < b, then

() = f(s) + / FA@)AT > f(s),

i.e., the function f is increasing on T.
Some properties of integration on T are presented next.

Theorem 2.5 Let a,b,c€ T, a € R, and f,g € Coq(T). Then
() [1F() +g(t)]At = [ FOAL+ [} g(t)At;
(i) [y (@f)(BAL=a [) FE)AL
(i) [P ()AL= — [ F(t)AL;
(v) [0 F)AL = [€ F(OAL+ [0 F(t)AL;
(v) J2 Flo(t)g® (At = f(B)g(b) — Fa)gla) — [ FA(t)g(t)AL;
(vi) [ f(t)At =0;
(vii) [T f(r)Ar = () f(1);
(viti) i |f1 < g on [a,b), then | [} F(OAM] < [} g(t)At;
(ix) if f >0 on [a,b), then [ f(t)At > 0.
Next we shall present some chain rules. We recall that if f,¢g: R — R, then
(fog) =(fog).
The following two chain rules hold.

Theorem 2.6 Suppose f : R — R s continuously differentiable, g : R — R is
continuous, and g : T — R is A-differentiable on T. Then there exists ¢ in the real
interval [t,o(t)] such that

(Fog)2(t) = f'(g(c)g™(t).

Theorem 2.7 Suppose f : R — R is continuously differentiable and g : T — R is
A-differentiable on T. Then (fog): T — R is A-differentiable, and the formula

(fog) () = { / Flat) + /w(t)gA(t))dh} )
holds.

Definition 2.5 If sup T = oo, then the improper integral is defined by

/ F(HAE = lim F(t)" for a€T.
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2.4 The Exponential Function on Time Scales
An rd-continuous function f : T — R is called regressive if
14+ u(t)f(t)#0 forall teT
(we write f € R) and positively regressive if
14+ u(t)f(t) >0 forall teT
(we write f € R*). For the operation & defined by
pdg=p+q+upg on T,

the couple (R, ®) is an Abelian group with inverse element

Op = for peR.

14w

We also define p©g = p®(©q). We note that if p, ¢ € R, then &p, ¢, pdq, pSq, ¢Sp € R.
For the definition of the exponential function on a time scale T, we follow [5] and
shall consider for some h > 0 the strip

T T
= D —— < —
Zy, {zE(C h<Im(2)_h}
and the set Cp,
1
(Ch:{ze(C: z;«é—ﬁ}

For h = 0, we let Z;, = C = Cj, be the set of complex numbers. Then for A > 0 we define
the cylinder transformation &, : Cp, — Zjp, by the formula

1
ELog(l + zh) it h>0,
z if h=0.

& =

where Log is the principal logarithm function. The inverse cylinder transformation &, 1.

Zp, — Cy, is given by
. ezh -1 .
& (2) = = (expzh —1)h™".

For a function p € R, the exponential function e, is defined by the expression

ep(t,s) = exp </ Eut) (p(T))AT) for all (t,s) € T x T. (2.1)

The following properties of the exponential function (2.1) are known (see [2]).
Theorem 2.8 Let p,q € R and t,r,s € T. Then
(i) eo(t,s) =1 and ep(t,t) =1;

(ii) ep(o(t)v 8) = (1 + N(t)p(t))ep(tv S);
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(iii) e ts) = ecgp(t, s);
1
(iv) ep(t,s) = ) = ecp(s,t);

(vii) ep(t:s) _

(vii) if T =R, then ey(t,s) = els P()d7
(ix) if T =R and p(t) = a, then e,(t,s) = e*t=5);

t—1

(x) if T=12Z, then ep(t,s) = [] (1 +p(7));

T=s

t—s

(xi) if T =hZ with h > 0 and p(t) = «a, then e,(t,s) = (1 + ha) = .

2.5 Variation of Constants on Time Scales

In terms of the exponential function (2.1), there are two variation of constants formulas
that read as follows.

Theorem 2.9 Let f € Ciq, p € R, to € T, and xg € R. Then the unique solution of
the initial value problem

22 (t) = —p(H)z(o(t) + f(t),  a(to) =20

£(t) = ecp(t,to)to + / eenlt;T) f(r)AT,

to

and the unique solution of the initial value problem

e (t) = p(t)a(t) + f(1),  @(to) = o

x(t) = ep(t, to)xo —i—/ ep(t,o(r))f(T)AT.

to
3 Method of Integral Inequalities on Time Scales

The method of integral inequalities for stability analysis of solutions of continuous sys-
tems is well developed and its main results are presented in a series of publications, of
which we note [26,31]. The development of this method for stability analysis of solutions
on a time scale T is associated with obtaining appropriate inequalities on time scales.

In this section we introduce the method of integral inequalities to study the behavior
of solutions of the system of dynamic equations of the perturbed motion

2 = At)x + f(t,2), f(t,0)=0, (3.1)
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where A € R(T,R™*") withn € N, f : T x R" — R", and F(t) = f(t,z(t)) satisfies
F € C,q(T) whenever x is a differentiable function. These assumptions guarantee that
the unique solution & = x(-; tg, xo) of (3.1) together with the initial condition x(tg) = o,
where tg € T and x¢ € R, may be written in the form (see Theorem 2.9 in Section 2.5)

x(t) = z(t;to, o) = eal(t, to)xo +/ ea(t,o (1)) f(r,x(r))AT. (3.2)

to

In this section, letting m € N and subject to the two assumptions
If(t,z)]| <a(t)|z|™ for t>ty, z €R™ where a& Cu(T) (3.3)

and
lleat, s)|| < @(t)(s) for t>s>ty, where ¢, € Cu(T), (3.4)

we derive sufficient criteria for stability, uniform stability, and asymptotical stability of
the unperturbed motion of (3.1). In the next subsection below we consider the case
m = 1 while we study the case m > 1 in the subsequent subsection. The case m = 1 uses
the well-known Gronwall inequality on time scales while for the case m > 1, a dynamic
version of Stachurska’s inequality [34] is employed. This inequality is a new result for
dynamic equations, so it will be proved in Section 3.2 below.

We will use the following standard definition of different types of stability.

Definition 3.1 The unperturbed motion of (3.1) is said to be
(S1) stable if for each € > 0 and ¢y € T there exists 6 = d(g,tp) > 0 such that

llzol < implies ||z(t;to, mo)|| <e forall ¢ > to;

(S2) uniformly stable if the ¢ in (S1) is independent of ¢o;
(S3) asymptotically stable if it is stable and there exists dy such that

llzo]| < 8o implies tlim x(t; to, xo) = 0.
— 00

3.1 Stability via Gronwall’s Inequality

We start by recalling Gronwall’s inequality from [2, Theorem 6.4].

Theorem 3.1 (Gronwall’s Inequality) Lety, f € C,q andp > 0. Then
t
y(t) < f(t) —l—/ y(T)p(T)AT  for all t>tg
to
implies

y(t) < f(t) +/ ep(t,a(T))f(T)p(T)AT  for all ¢ > to.

to

The version we will use is the following inequality from [2, Corollary 6.7].
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Corollary 3.1 Lety € Cyq, p >0, and a € R. Then

¢
y(t) < a —I—/ y(T)p(T)AT  for all t>tg

to

implies
y(t) < aep(t,to) for all t > to.

The following main results in this subsection are given for T = R in [31, Lemma 2
and Theorem 5].

Lemma 3.1 Suppose that (3.3) for m = 1 and (3.4) hold. Then any solution of
(3.1) satisfies the estimate

l[(t; to, mo) || < @(#)¥(to)epyealts to) [lzoll  for all > to. (3-5)

Proof First note that the assumptions of Corollary 3.1 are satisfied. Let x be a
solution of (3.1) so that by (3.2) we have for all ¢ > ¢y the estimate

[l (t; to, mo) || < ¢ (£)¥(to) [|zol| +/t p(t)y(o(7))a(r) [2(7: to, w0) | AT,

Hence the function y = || (+;to, zo)|| /o satisfies

y(t) < 9(to) ||xo||+/ p(T)Y(o(r))a(r)y(T)AT  forall > to.

to

By Corollary 3.1,
y(t) < 9(to) [lzoll epyealt,to) for all &> to.
Using the definition of y, the claim (3.5) follows. O
Theorem 3.2 Suppose that (3.3) for m =1 and (3.4) hold.
(i) If for all s > to there exists K(s) > 0 such that
o(t)eppoal(t,s) < K(s) forall t>s>t,
then the unperturbed motion of system (3.1) is stable;
(i) of there exists K > 0 such that
e(t)Y(s)epypoalt,s) <K  forall t>s> 1,
then the unperturbed motion of system (3.1) is uniformly stable;

(iii) of
lim {w(t)e%”ﬁ”a(tv S)} =0,

t—oo

then the unperturbed motion of system (3.1) is asymptotically stable.
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Proof First we prove (1). Let € > 0 and ¢y € T. Define
8(e,to) = e K (to)y (o)
and assume ||zg|| < . Then by Lemma 3.1,
[#(t:to, zo) || < p()¥(to)epyralt, to)d < 1h(to) K (to)d =e.
Now we prove (2). Let € > 0. Define
§(e) =eK !
and assume ||zg|| < 6. Then by Lemma 3.1,
(8 to, )|l < @(t)Y(to)epyealt,to)d < Kb =e.

Finally we prove (3). Since @e,yoq(-,s) tends to zero, it is bounded. By (1), we have
stability. Let §p = 1 and assume ||zg|| < do. Then by Lemma 3.1,

[l (t; to, zo)ll < (t)1h(to)epyralt, to) — 0

ast—oo. O

3.2 Stability via Stachurska’s Inequality

In preparation for Stachurska’s inequality on time scales, we require the following two
lemmas.

Lemma 3.2 If f < g and f,g € R, then ©f > Og.

Proof Under the stated assumptions we calculate

/ g g—f

(©N) = ©) = oy~ Tr U v ag) =0

Lemma 3.3 If f > 0 and g € (0,1], then &(f/g) > (&f)/g.
Proof Under the stated assumptions we calculate

(ei)_e_f__ f f_ wf-g)
g g g+uf  g+ufg (g+upf)lg+ufg) =

Theorem 3.3 (Stachurska’s inequality) Assume f,g,p are rd-continuous and
nonnegative on T. Let m € N\ {1}. If f/p is nondecreasing on T, then each func-
tion x satisfying

x(t) < f(t) —|—p(t)/ q(s)x™(s)As  for all t >t (3.6)

satisfies
() < () (3.7)

{1 m- ) f aprrHasy

on [to, tm), where t,, is the first point for which the denominator on the right-hand side
of (3.7) is nonpositive.
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Proof We prove the claim by induction. First we assume that (3.6) holds for m = 2.
Define
f®)

u(t) ::/t q(s)z?(s)As + Ok

A A
v® = qa® + (i) < qp*o® + (i)
p p

and therefore by [2, Theorem 6.1]

Then x < pv and

~—

to p(t)

t A
v(t) < egp2o(t, to) {v(to) —|—/ ecqp20(0(8),t0) (%) (S)As} < equv(t,to)&

since v(to) = f(to)/g(to), (f/p)> >0, and eggp2,2(0(s),to) < 1. Define now

V= eequv(-, to)
so that v < f/(pV) and thus gp?v < gpf/V and hence

2 < ~dpf  Sapf
@qpv_@v Z

where we used Lemmas 3.2 and 3.3. Hence

S
VA = (0gpv)V > %ﬁV = ogpf.

Thus
t

V() > Vito) + / (Capf)(s)As =1+ / (©apf)(s)As

to to

and therefore

0 /(0 |
POV ™ p(e) {1+ J) (aps)(s)2s)
Plugging this in the inequality x < pv yields (3.7) for m = 2.

Now we assume that the claim of the theorem holds for some m € N\ {1}. Suppose
that (3.6) holds with m replaced by m + 1. Then

v(t) <

2(t) < £(t) + plt) / ¢(s)x(s)2™ (s)As

to

and using the induction hypothesis yields

- {1+(m—{>u}1/<m—1>’ where u(t) = /t (Sgapf™")(s)As.

Now using again Lemmas 3.2 and 3.3, we find

apf™ . ogpf™
{1+ (m — D} 7 {14 (m - Dy

u? = eqrpfm > 6
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Thus

mu {1+ (m = 1}/ > m(©gpf™).
Let F(x) = (1+ (m — 1)x)™/ (=1 for 2 > 0 so that F'(z) = m(1 + (m — 1)2)/(m=1 is
nondecreasing. By Keller’s chain rule, Theorem 2.7, we have

{(1+(771—1)u)m/<m—1>}A = (Fouw?” = uA/lF’(u(l—h)—i—hu")dh
0

1
>t [ Fdh = AP 2 meaf™).
0
where we used u® < 0 and its consequence u® < u. Integrating yields

{1+ (m— 1>u}m/(m71) t) = 1+ /t {(1 +(m — 1)u)m/(mfl)}A (s)As
L+m [ (Sqpf™)(s)As

to

Y

and therefore

¢ 1/m
{1+ (m— Du(®)}/m > {1—|—m/t (eqpfm)(s)As} .

Plugging this in 2 < f/(1+ (m — 1)u)/ (™= gives (3.7) with m replaced by m +1. O
The following main results in this subsection are given for T = R in [31, Lemma 1
and Theorems 1-3].

Lemma 3.4 Suppose that (3.3) for m > 1 and (3.4) hold. Then any solution of
(3.1) satisfies the estimate

Pty (o) ol
{1= = 1) o™ =1 (t0) DA o)

[[z(t; to, wo)|| < (3.8)

}1/(m*1)

for all t > tg for which
(m — 1) [z ™ " ™ (t0) Dt to) < 1,
where

D(t,to) = / o™ (r)p(o(7))a(r) A,

Proof First note that the assumptions of Theorem 3.3 are satisfied. Let x be a
solution of (3.1) so that by (3.2) we have for all ¢ > ¢y the estimate

t

[t to, zo)l| < () (to) [|oll +/ pt)v(a(r))a(r) (7 to, zo)||" AT,
to

Hence the function y = || (+;to, zo)|| /o satisfies

(0) < wito) ol + [ & (OV(o(a(ry™ (AT forall ¢ 2 to

to
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By Theorem 3.3, as long as the denominator remains positive,

(o) [l ol

y(t) < ; — 1)
{1+ 0m = 1) f) (©ompmam=(to) |z | ") (r) AT}
Since p
= — > — >
g T+ g = g forall ¢g>0,

and using the definition of y, the claim (3.8) follows. O

Theorem 3.4 Suppose that (3.3) for m > 1 and (3.4) hold.
(i) If for all s > to there exists K(s) > 0 such that

o(t) < K(s) forall t>s>tg

and
D(to) = tlim D(t,to) < 00,

then the unperturbed motion of system (3.1) is stable;
(i) of there exist K1, Ko > 0 such that
et)p(s) < Ky forall t>s>1g

and
™ (s) {tlim D(t, s)} < Ko forall s> to,
then the unperturbed motion of system (3.1) is uniformly stable;
(iii) if (3.9) and
lim ¢(t) =0

t—o0

hold, then the unperturbed motion of system (3.1) is asymptotically stable.

Proof First we prove (1). Let € > 0 and ¢y € T. Define
(e, to) = min { [2(m — 1)9™ 1 (to) D(to)] M/ ", e (to) K (t9)27 /D |

and assume ||zg|| < . Then by Lemma 3.4,

e()P(to)d
{1 — (m — 1)5m_1wm_1(t0)D(t, to)}l/(m_l)
o()U(to)et () K1 (tg)2~ 1/ (m=1)
{1 = (m—1)2"1(m — 1)~ 1p1=m(te) D=1 (to )™ =1 (to) D(t, to)} /™Y
5271/(m71)
{1- 2—1}1/(m—1)

lz(t; to, wo)|| <

<

= E&.

Now we prove (2). Let € > 0. Define

d(e) = min{[2(m — 1)](2]—1/(771—1)7 5K1_12_1/(m—1)}

(3.9)
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and assume ||zg|| < . Then by Lemma 3.4,

x(t;to, @(t)(to)o
et o, 2ol < o e S (1) D (7. ) VD
< () (to)e Ky 21/ (m=1)

{1 (m = 1)2-Y(m — 1)~ K5 " m=1(to) D(t, t) } "V
c9—1/(m—1)

{1- 2—1}1/(m—1)

= E&.

Finally we prove (3). Since ¢ tends to zero, it is bounded. By (1), we have stability. Let
do > 0 be such that the denominator in (3.8) is positive and assume ||zg|| < do. Then by
Lemma 3.4,

P(£)1(t0)d
1— (m — 1)37 = (t) D¢, o) /Y

— 0

|2 (t; to, wo)[| <

ast—oo. O

4 Generalized Direct Liapunov Method on Time Scales

4.1 General Theorems

The direct method of investigation of motion stability of continuous systems with a
finite number of degrees of freedom as developed by Liapunov is now extended for many
classes of systems of equations. In this section we present the main theorems of the direct
Liapunov method for dynamic equations on a time scale T.

Corresponding to the time scale T we consider the following sets:

A={teT: tleft-dense and right-scattered},
B={teT: tleft-scattered and right-dense},
C={teT: tleft-scattered and right-scattered},
D ={teT: tleft-dense and right-dense}.

Assume that supT = a € AUD and inf T = b € BUD and designate the Euler derivative
of the state vector of system z : T — R™ in ¢ € T by #(t), should it exists.
We consider a system of perturbed motion equations

xA(t) = f(t,.%‘(t)), CL‘(tQ) = Zo, (4'1)
where z : T — R™, f: T x R® — R™, and
z(o(t)) — =(t)

22 (t) = u(t)
x(t) in other points.

if te AUC,

Our assumptions on system (4.1) are as follows:

H; The vector-valued function F(t) = f(t,x(t)) satisfies the condition F' € C,q(T)
whenever z is a differentiable function with its values in N, where N C R" is an
open connected neighborhood of the state z = 0.
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Hy The vector-valued function f(¢,x) is component-wise regressive, i.e.,

el + ut)f(t,z) #0 for all t € [tg,00), where e’ =(1,...,1)T € R™.

Hs f(t,xz) =0 for all ¢ € [t, 00) iff x = 0.

H; The graininess function p satisfies 0 < p(t) € M for all t € T, where M is a compact
set.

For stability analysis of the state = 0 of system (4.1), the matrix-valued function [24]

Ult,z) = [vi;(t,x)], 45=1,....m (4.2)
will be applied as an auxiliary function, where v;; : T x R — Ry for 4,57 =1,...,m and
vij : T xR =R fori#j,i,j7=1,...,m. The elements v;;(t,x) of the matrix-valued

function (4.2) are assumed to satisfy the following conditions:
(1) v;;(t, z) are locally Lipschitzian in z for all ¢ € T;
(2) vi;(t,z) =0for all t € T iff z = 0;
(3) vij(t,z) = v;i(t,z) forallt e Tand ¢, =1,...,m.
Along with the function (4.2) we shall use the scalar function
o(t,x,0) =0TU(t,z)0, 6eRT (4.3)

and comparison functions of class K. Recall that a real-valued function a belongs to the
class K if it is definite continuous and strictly increasing on [0,71] with 0 < r; < 400
and a(0) = 0.

Definition 4.1 The matrix-valued function (4.2) is called

(1) positive (negative) semidefinite on T x N, N C R™, if v(¢,z,0) > 0 (v(t,z,0) < 0)
for all (t,2,0) € T x N x R, respectively;

(2) positive definite on T x N, N C R", if there exists a function a € K such that
v(t,z,0) > a(||z|) for all (t,x,0) € T x N x R

(3) decrescent on T x N if there exists a function b € K such that v(t,z,0) < b(||z|)
for all (t,2,0) € T x N x R";

(4) radially unbounded on T x N, if v(t,z,0) — +oo for ||x| — +oo, for (¢,2,0) €
T x N xR

Lemma 4.1 The matriz-valued function U : T x R® — R™*™ 4s positive definite on
T iff the function (4.3) can be represented as

0TU(t,2)0 = 67U (1, 2)0 + alll2ll), teT,

where Uy is a positive semidefinite matriz-valued function and a € K.
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Lemma 4.2 The matriz-valued function U : T x R™ — R™*™ 4s decrescent on T iff
the function (4.3) can be represented as

0TU(t,2)0 = 0TU_(t,2)0 + b(||z|), teT,
where U_ is a negative semidefinite matriz-valued function and b € K.

Further we need the notion of the total A-derivative of the function (4.3) along
solutions of system (4.1). It reads as

vf(t, x,0) = HTUf(t, x)f, R, teT,
where U2 (t,z) is calculated element-wise by the formula
UA(t) = Em{[u;;(t+h) —uij(t)h~t: h—0, h+teT} if t=o(t),
i [uij(o(t)) — uiz (O]~ () it t<o(t),

where u;;(t) = u; (¢, x(¢; o, 20)), 1 < 4,5 < m.
We note that the calculation of the derivative is not easy in general. However, if the
function (4.3) is independent of ¢, then it may be easy to calculate the A-derivative.

Example 4.1 Consider the function v(t,z,6) = 27z, € R". Then by Theorem 2.3
(3) we have

If T =R, then u(t) =0 and

vﬁ(t,x,@) = %(zT:r) =2l f(t,z) + fL(t,x)x.

Example 4.2 Consider the function U(t,z) = xzT, x € R". By Theorem 2.3 (3) we
have

vﬁ(t, z,0) = 07 (xz)2(1)0
=0T {a@®)f" (t () + f(t,2)2" (1) + u() f(t2() 7 (¢, 2(t)}0.
If T =R, then u(t) =0 and

N 9T%(mT)9 — 0T {a(0)f7 (1 2) + f(t,2)2" (1))0.

Next, we shall formulate a general Liapunov-type result on stability of the state x = 0
of system (4.1).

Theorem 4.1 Assume that the vector-valued function f(t, ) in system (4.1) satisfies
assumptions Hy—Hy on T x N, N C R™. Assume there exist

(1) a matriz-valued function U : T x N — R™*™ and a vector 0 € R such that the
function v(t,z,0) = 01U (t,x)0 is locally Lipschitzian in x for all t € T;
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(2) comparison functions Vi1, Yiz, iz € K and symmetric m x m matrices Aj, j = 1,2,
such that for all (t,z) € Tx N

(@) ¥f (2l A (ll=]]) < vt 2,0);
(b) v(t,z,0) <3 ([lx]))Azpa(llz]);
(c) there exists an m x m matriz Az = As(u(t)) such that

vi(t.e,0) < o5 () Asys(lz])  for all (t,2) € T x N;

(d) there exists u* >0 such that p* € M and
1
S AT () + As(u(0)] < As(”)  whenever 0 < p(t) < '

Then, if the matrices Ay and As are positive definite and the matriz A = As(u*) is
negative semidefinite, then the state x = 0 of system (4.1) is stable under conditions
2(a), 2(b), 2(d) and uniformly stable under conditions 2(a)-2(d).

Proof The fact that A; and Ay are positive definite matrices implies that A, (A1) > 0
and A\pr(Az) > 0, where Ay, (A1) and Apr(Az) are the minimal and maximal eigenvalues
of the matrices A; and Aj, respectively. In view of this fact we present the estimates (a)
and (b) from condition (2) as

A (A1 ([|2]]) < vt 2,0) < Apr(A2)e(||z|]) for all (¢,z) € T x N,
where 1,1y € K so that
dillzl) < of (el ve(lzl) > vz (lelDve(l]) forall z € N.
Let € > 0. Let S(¢) be the following assertion:
There exists 0 = d(g) > 0 such that ||zo| < § implies ||z(¢; to, z0)| < e.

Let
S* = {t € [to,00): S(t) is false}.

Let us show that under our assumptions the set S* is empty. Assume on the contrary
S* # @. The fact that S* is closed and nonempty implies that inf S* = t* € S*. First
notice that S(to) is true, since ||z (to;to, zo)|| < € for ||zo|| < € because z(to; to, zo) = xo.
Therefore t* > to. Then pick d; = d1(g) such that

Aar (A2)2(61) < A (A1)91(e).-
Define § = min{e, d1} so that
lx(t*;to, o)l = ¢ and ||z(t;to, z0)|| < € for t € [to,t") and ||zol] < 4.
By conditions 2(c) and 2(d) we have
v (2, 0) < Mr(A3)Ys(|lz)]) <0 forall (t,x,0) € T x N x R
Hence, for t = t*,

A (1)1 (e) = A (AP (|2t to, o)) < v(t*, 2(t"), 0)
< ’U(to,l‘o,@) < AM(A2)§/;2(6)

for ||zo|| < d. This contradiction yields that S(¢*) is true so that t* ¢ S*. Hence S* = &
and the proof is complete. O
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Corollary 4.1 (cf. [7]) Let the vector-valued function f in system (4.1) satisfy hy-
potheses Hi—Hy on T x N, N C R"™. Suppose there exist at least one couple of in-
dices (p,q) € [1,m] for which (vpe(t,x) # 0) € U(t,x) and the function v(t,z,0) =
elU(t,z)e = v(t,z) for all (t,z) € T x N satisfies the conditions

(&) ¥u(llzll) < o(t,z);
(b) v(t,z) < ¥a(fz]]);
(c) ’UA(t,SL')|(4'1) <0 for all 0 < p(t) < p* € M,

where 11,19 are some functions of class K. Then the state x = 0 of system (4.1) is
stable under conditions (a) and (c) and uniformly stable under conditions (a)—(c).

Theorem 4.2 Assume that the vector-valued function f(t, ) in system (4.1) satisfies
hypotheses H1—-Hy on T x N, N C R". Assume there exist

(1) a matriz-valued function U : T x R™ — R™ ™ and a vector 6 € R} such that the
function v(t,z,0) = 01U (t,x)0 is locally Lipschitzian in x for all t € T;

(2) comparison functions Y, ¥i2, ¥z € K and symmetric m x m matrices B, j =
1,2,3 such that

(@) ¥ (2B (llz]) < v(t, 2, 0);
(b) v(t,z,0) <3 (||z|)Bawoa(||z]|) for all (t,x,0) € T x N x RT;
(c) there exists an m x m matriz Bs = Bs(u(t)) such that
v (t,2,0) < 9 (|2]) Bsws(llz])) + w(t, vs(|l]))
for all (t,x,0) € T x N x R}, where w(t,-) satisfies the condition
_w(t, s ()]
lim ————
[[4s]]

uniformly with respect to t € T;
(d) there exists u* > 0 such that p* € M and

=0 as |3l =0

1B (u(0) + Bo(u(t))) < By(u) for all 0 < pu(t) < "

Then, if the matrices By and Ba are positive definite and the matriz B = Bs(u*) is
negative definite, then

(a) under conditions 2(a) and 2(c) the state x = 0 of system (4.1) is asymptotically
stable on T,

(b) under conditions 2(a)-2(c) the state x = 0 of system (4.1) is uniformly asymptoti-
cally stable on T.

Proof Consider the assertion
{S1(t): S(t) for t € [ty,00) and tlim lz(t; to, xzo)|| =0, if |l@oll < d(to)}-

Following considerations similar to those in the proof of Theorem 4.1, one can easily
verify the assertions. O
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Corollary 4.2 (cf. [7]) Let the vector-function f in system (4.1) satisfy hypotheses
Hy-Hy on Tx N, N C R™. Suppose there exist at least one couple of indices (p,q) € [1,m]
for which (vpy(t,z) # 0) € U(t,x) and the function v(t,z,0) = eTU(t,z)e = v(t,z) for
all (t,z) € T x N satisfies the conditions

(&) ¥u(llzll) < o(t,z);
(b) v(t, ) < ¥a(l=]]);
(c) forall0 < p(t) < p*e M

a3 )l 4.1y = —¥s(llz])) +w(t $s(l«l)

and
t
i 2GS g
e ([l
uniformly with respect to t € T, where 11,19, 103 are comparison functions of class
K.

Then, under conditions (a) and (c) the state x = 0 of system (4.1) is asymptotically stable
and under conditions (a)—(c) the state x = 0 of system (4.1) is uniformly asymptotically
stable.

Theorem 4.3 Assume that the vector-valued function f(t, ) in system (4.1) satisfies
hypotheses Hi—-Hy on T x N, N C R™. Suppose

(1) there exist a matriz-valued function U : T xR™ — R™*™ and a vector § € R such
that the function v(t,x,0) = 0TU(t, )0 is locally Lipschitzian in x for all t € T;

(2) there exist comparison functions ¥1,v3 € K and a symmetric m x m matriz A,
such that for (t,z) € T x N

(@) ¥ (2l A (llz]]) < vt 2, 0);
(b) there exists an m x m matriz Cs = Cs(u(t)) such that

vi(t,z,0) 2 95 (lz])Cays(llall)  for all (t,2,6) € T x Lx RY, LC N;

(c) there exists an m x m matriz Cs(p*) > 1[C] (u(t)) + Cs(u(t))] for some
weMatteT,

(3) the point x = 0 belongs to the boundary L;
(4) v(t,z,0) =0 on T x (OL N Ba), where Bao = {z € R": ||z|| < A}.

Then, if the matrices Ay and C3(u*) are positive definite, then the state © = 0 of system
(4.1) is unstable.

Proof The proof is based on the assertion

{S2(t): there exist t1 € [tg,00) such that ||x(t1;t0,20)] > €
for any 0 < <e¢, for which ||zo] < 6}

and follows arguments similar to those of the proof of Theorem 4.1. O
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Corollary 4.3 (cf. [7]) Let the vector-function f in system (4.1) satisfy hypotheses
Hi-Hy on T x N, N C R™. Suppose there exist at least one couple (p,q) € [1,m] such
that for (vyq(t,x) #0) € U(t,x) and the function v(t,x,e) = eTU(t,x)e = v(t,z) for all
(t,z) € T x N satisfies the conditions

(a) ¢a(llzll) < v(t,z), ¢ € K;
(b) for all 0 < u(t) < p* < M the inequality vf(t,x,9)|(4_1) > P3(llzll), s € K holds;
(c) the point (x =0) € OL;
(d) v(t,z) =0 on T x (OT N Ba).
Then the state x = 0 of system (4.1) is unstable.

Example 4.3 Consider the perturbed motion equations on T with the graininess
function 0 < p(t) < 400

® =ylx+y), z(to) = o,
4.4
y® =—a(z+y), y(to)=yo. (44)

For the function v(x,y) = 22 + y* we have
v (@(t), y(0)l 4.4y = )@ +9)* (" +47) (4.5)
which translates for the case T =R to
o(z(t),y(t)) =0 forall teR.

Condition (4.5) implies that x = y = 0 of system (4.4) is stable when T = R, while
x =y = 0 of system (4.4) is unstable whenever the graininess function satisfies 0 <
w(t) < +oo.

Example 4.4 Let a system of dynamic equations

® = —x —y(@? + %), z(to) = o, (46)
y® = —y+a@@®+y),  ylt) =y
be given. For the positive definite function v(z,y) = 2% + y? we have
R (), y(1)] g.6) = —2(" + %) + p®)2® + 57 + (° +y°)°] (4.7)

which translates for the case T = R to
o(z(t),y(t)) = —2(x* +y*) forall teR.

The analysis of (4.7) shows that z = y = 0 of the system (4.6) is asymptotically stable
when T = R. If the time scale T has the graininess u(t) = 1, i.e., T = Z, then for
the initial values (zo,yo) from the domain z3 + y2 < 1, the zero solution of system
(4.6) is asymptotically stable on Z. If p(t) = 2, which corresponds to the time scale
T = 2Ny = {ko, ko +2,ko + 4, ...}, then

oA @(0), 40 g ) = 2007 + 1)

and the state x = y = 0 of system (4.6) is unstable.
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4.2 Linear Systems
Consider a time scale T and a linear homogeneous dynamic system
22 (t) = A(t)z(t), teT, (4.8)

where the matrix-valued function A : T — R™*" is rd-continuous and regressive. To-
gether with equation (4.8), we consider the initial value problem

z2(t) = A(t)z(t), x(s) = xo,

where s € T and zg € R".
In some cases the behavior of the solution x of system (4.8) can be investigated by
means of the function v(z) = 272 for which

vA(w(t))l(4,8) =z’ (AT @ A)(t),
where (AT @ A)(t) = AT (t) + A(t) + u(t) AT (t)A(t). We define the sets
Ay(T) ={A € R(T): Jc € R" for which (AT @ A)(t) < 2cI <0 for allt € T}
and
Ay (T) = {A € R(T): 3¢>0 for which (AT @ A)(t) > 2cI for all t € T},

where I is the n x n identity matrix and R™ is the set of positively regressive functions
[ Mul

(see Section 2.4). Let the norm of the matrix M be defined by ||M|| = sup,,, Tl
The following results are known [1].
Theorem 4.4 Consider system (4.8). If A € Ay(T), then

(a) |lea(t,s)|| < ec(t,s) for all s < t;

(b) |lea(t,s)]| > ec(t,s) for all s > t;

(c) tlim llea(t,s)|| =0 for every fized s and lim_|lea(t,s)|| = 0 for every fized t.

If A € Ay(T), then
(@) llea(t,s)|| > ec(t,s) for all t < s;
(e) llea(t, s)|l < ec(t,s) for allt > s;

() tliI_n llea(t, s)|| = oo for every fized s and lim ||ea(t,s)|| = 0 for every fized t.

The proof of these assertions is based on the analysis of the A-derivative of the
function v(z) = 2T z:

v (2(1))] g 8) = (20 Ju(z(t)),

where 2 ® ¢ = c® ¢ = 2¢ + p(t)c?

Now we apply Theorems 4.1, 4.2, 4.3 to system (4.8). Assume that in the matrix-
valued function U(¢,z) the elements v;;(t,z), 4,5 = 1,2,...,n are such that v;;(¢,z) =
x2, i = 1,2,...,n and v;(t,z) = 0 for i # j. In this case, the function (4.3) with

0=(1,1,...,0)T € R is of the form
o(t,x,0) = 0TU(t,2)0 = 2T x. (4.9)
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Theorem 4.5 Let the system (4.1) be of the form (4.8) and the function (4.3) be
of the form (4.9). Then, if there exists p* € M such that the matriz Do(t, u(t)) in the
expression

v (t, () = 2T (t)Do(t, u(t))z(t), where Do(t, u(t)) = (AT @ A)(t),

is negative semidefinite (negative definite) whenever 0 < u(t) < p*, then the equilibrium
state x = 0 of system (4.8) is stable (asymptotically stable), respectively.

Proof The statements of the theorem follow from Theorem 4.1. O
Next, we shall consider the case when

v(t,z,0) = 0TU(t,2)0 = 2" H(t)x, teT", (4.10)
where H € CL;(T*, R"*"), and assume that the condition
allz(t)|]? < 2TH(t)z < f||z(t)||* for all te T, (4.11)
is satisfied, where «, 3 > 0 are constants.

Theorem 4.6 (cf. [4]) Let the system (4.1) be of the form (4.8) and suppose that
the function (4.10) satisfies the estimate (4.11). Then, if there exists u* € M such that
the matriz D1(t, u(t)) in the expression

vf(tvx(t))l(zl,g) = 2" (t) D1 (t, p)a(t), (4.12)
where

Di(t, p) = (I +pAT () H(8)(I + pA(t)) + AT () H () + H(8)A(t) + pAT () H (1) A1),

(4.13)
is negative semidefinite (negative definite) for all 0 < u(t) < p*, then the state x =0 of
system (4.8) is uniformly stable (uniformly asymptotically stable), respectively.

Proof The statements of this theorem follow from Theorem 4.2. O

Remark 4.1 If in the expression (4.13) the A-derivative of the matrix H(t) satisfies
HA(t) = 0 for all t € T, then the analysis of v (t, x(t))|(4.8> being of definite sign is

simplified.

Now we assume that there exists a positive definite constant matrix @, Q = Q7, such
that
AT (O H(t) + H(t)A(t) + pt) AT () H(t)A(t) = —Q. (4.14)

Then the expression (4.12) becomes
v (b))l g.g) == (O +pOATE)H (O + p(HAD) - Qla(t), teT",

By the equation
(I + p(t) AT () HE () + () A1) —Q =0

we define imax = max{u(t): t € T} € M.
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Theorem 4.7 Let system (4.1) be of form (4.8) and suppose that the function (4.10)
satisfies condition (4.11). If for 0 < u(t) < fmax,

A@)H (t) + H(DA() + n(t)AT () H(DA() < -0,

then the state x = 0 of system (4.8) is uniformly asymptotically stable.

Proof All conditions of Theorem 4.2 from Section 4.1 are satisfied and thus the state
x = 0 of system (4.8) is uniformly asymptotically stable. O

Remark 4.2 The matrix equation (4.14) is a generalization of the known matrix
Liapunov equation [35]
ATH+ HA=—-Q (4.15)

for a stable linear autonomous system, whose solution is known in the form
o0
H= / exp(AT'5)Q exp(As)ds.
0

The matrix A in equation (4.15) is constant and stable.

In order to construct the solution H for equation (4.14) on T*, we use the following
result from [2].

Lemma 4.3 Let be given A € R(T,R™"*") and C : T — R"*™. If the matriz-valued
function C is differentiable and is a solution of the dynamic matriz equation

C2(r) = A(T)C(r) = C(a(m)A(7),

then
C(r)ea(r,s) = ea(r,s)C(s).

Corollary 4.4 Let A € R. If the constant matric C commutes with A(t), then C
commutes with e (t). In particular, if A is a constant matrixz, then A commutes with

eal(t).

Using Lemma 4.3 and Corollary 4.4, the solution of equation (4.14) is obtained in [4]
in the following form.

Theorem 4.8 Assume that system (4.8) is such that all eigenvalues of the n x n
matriz-valued function A are in the Hilger circle, i.e., {z € C: [z+ 4| =+}, h >0 for
all t > ty. Then for every t € T there exists a time scale S such that the integration on
Ts = [0,00) enables one to find the solution of equation (4.14) in the form

H(t) = /T e 47(5,0)Qe (s, 0)As. (4.16)

Besides, if the matriz Q is positive definite, then the matriz H(t) is also positive definite
for all t > tg.

Proof This assertion is proved by direct substitution of expression (4.16) into the
left-hand part of equation (4.14). Moreover, when p(t) > 0, then S = p(¢)Np, and when
p(t) =0, then S=R. O
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Theorem 4.9 Let system (4.1) be of form (4.8) and suppose the function (4.10)
satisfies the estimate olz(t)||? < 2T H(t)z, where @ > 0 is constant, for all (t,x) €
T x R*, H € Cia(T,R™*™). If there exists a value 0 < p* € M such that for at least
one value of t* € T, the matriz D1(t*, u(t*)) in (4.12) is positive semidefinite (positive
definite), then the state x = 0 of system (4.8) is unstable (strongly unstable).

Strong instability is understood as exponential growth of solutions x on T of system
(4.8).

In the end of this section we note that in [8] there is a result on the existence of
a Liapunov function in the case of uniform exponential stability of the zero solution of
system (4.8) in the form

o(t,z) = sup at+ 7 £,2)]e, (4.17)
TEA;
where A; = {7 € [0,00) : t+7 € T}. Conversion theorems with functions of type (4.17)
for continuous systems are proved in [35, 36].

5 Concluding Remarks and Bibliography

The proofs of all assertions set out in Section 2 are found in [2,3] (see also [5,6]). The
sufficient conditions of stability, uniform stability asymptotic stability and instability
presented in the paper are obtained in terms of two general approaches set out in this
paper. Namely, in Section 3, an approach is presented based on the application of
integral inequalities on time scales. For stability analysis of the unperturbed motion
of the quasilinear system (3.1), the known Gronwall inequality [2] and the nonlinear
Stachurska inequality on time scales are applied, the latter being first established in this
paper. This inequality is proved for the case of m € N\ {1} in inequality (3.6).

In Section 4, stability analysis of system (4.1) is carried out in terms of the generalized
direct Liapunov method. This generalization is associated with the application of a
matrix-valued function for dynamic equations on time scales. Such investigations were
undertaken in [29]. The application of matrix-valued functions for dynamic equations
on time scales allows the construction of a heterogeneous Liapunov function [25], i.e.,
the functions consisting of continuous and discrete components, which is impossible to
do in the framework of scalar Liapunov functions. Some concretization was made for
the choice of Liapunov function in the investigation of linear dynamic equations on time
scales.

In [1], the authors found new conditions on the coefficient matrix for certain perturbed
linear dynamic equations (4.8) on time scales ensuring that there exists a bounded solu-
tion (which is explicitly given) to which all other solution converge, and similar conditions
ensuring the existence of a bounded solution from which all other solutions diverge. In
that paper, also periodic time scales and corresponding linear dynamic equations with
periodic coefficients are considered and similar statements about periodic solutions to
which all other solutions converge or from which all other solutions diverge are proved.

We note that in [8], the authors found conditions for the existence of a Liapunov
function for the linear system (4.8) in the case of exponential stability of the state x = 0
on time scales. Thus, the versatility of the direct Liapunov method for dynamic equation
on time scales was demonstrated.

We also remark that the construction of a general stability theory for dynamic equa-
tions on time scales is an open problem in the theory of this class of equations. The
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extension of the proposed approaches to the analysis of oscillatory systems [27,28] as
well as hybrid systems [32] containing continuous and discrete components is of undoubt
interest for applications.
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