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1 Introduction
Euler-Lagrange systems with n generalized configuration coordinates ¢ = (q1,...,qn)"
are described by equations of the form

q=v,

M(q)0 + C(g,v)v + V(q) =, (1)

where M(q) denotes the inertia matrix, while C(q,v)v, with v = ¢ = (41,...,4n)"
the generalized velocities, denotes the centrifugal and Coriolis forces, V(gq) consists of
the gravity terms and 7 is the vector of input torques. This celebrated family of sys-
tems has been the subject of an important literature over half a century, because the
equations of many physical devices belong to this family (see [18], [20], [17], [4] and
references therein). When these systems are fully-actuated, they are globally feedback
linearizable. But feedback linearization can be performed only when all the variables are
measured. Unfortunately in practice, very often the variables of velocity cannot be mea-
sured. Therefore, the global output feedback stabilization of these systems with y = ¢
as output is challenging from a practical point of view. But, from a theoretical point of
view, it is one of the most difficult problems in the field of nonlinear control: indeed, the
matrix C(g,v)v is a nonaffine function of the unmeasured part of the state v: this fact
precludes from applying most of the classical techniques; for instance, the methods of
[16], [15] and [14]. For more explanations on the obstacles due to the presence of terms
which are nonaffine with respect to the unmeasured variables, see the introduction of
[10].

Recently, in [2], an elegant alternative for one-degree-of-freedom systems was re-
ported. The author presented a reduced order observer which converge exponentially.
This observer is based upon a global nonlinear change of coordinates which makes the
system affine in the unmeasured part of the state. This is crucial to define a very simple
controller to solve the problem of tracking trajectory. So a very natural question arises:
which conditions ensure that an Euler-Lagrange systems (1) can be transformed, with
the help of a change of coordinates, into some structure affine in the unmeasured part of
the state.

This question has been addressed in [2] and [17]. However the questions of existence
and computation of the required solution were not answered. In the present paper, we
address these question: we show that this problem can be brought back to the resolution
of a set of partial differential equation for which an explicit solution is given.

The paper is organized as follows. In Section 4, we present first necessary and suffi-
cient condition which gives to system (1) some structure affine in the unmeasured part
of the state. Next we introduce triangular forms. A method of construction of observers
is proposed. Section 7 contains concluding remarks.

2 Preliminary

In this section we briefly review some results and terminology from Euler-Lagrange dy-
namics that will be useful in the sequel. The interested reader should consult [12], [13]
and [18] for a more detailed discussion.

The dynamics of equations (1) has the following properties [21]:

Property 2.1 The matrix M(q) = (M;;)1<i,j<n is symmetric positive definite for
all q.
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Property 2.2 The inertia and centripetal-Coriolis matrices satisfy the following re-
lationship
dM(q)

dt

= C"(q,v) + C(q,v), (2)

dM N OM
where T denotes the transposition and s is a shorthand for Z ’Uia—.

- 94
It is also well known [18], that the (j, k)-entry of the matrix C(q,v) is given by

n

Cjrlg,v) = Z Ciji(q)vi, (3)

=1

where

oMy, OM, 8Mik) "

1
Cij =- —
#(9) 2 < 9q; g 9q;
are the so called Christoffel symbols of the first kind.
Equality (3) shows that we can write the matrix C(q,v) as

C(gq,v) = Z v;iCi(q), (5)

where the entries of matrix C; are the Cjjx(q)’s; these matrices satisfy the relation
oM
Ci+Cl=
’ ! dq;
Now, we state the following theorem which is proved in [1] and will be used in the
next section.

Theorem 2.1 Let zi,...,z, denote the coordinates of a point x € R™ and
Yi,...,Yn the coordinates of a point y € R™. Let M',..., M™ be smooth functions

such that ) .
oM* oM ‘ ,
— - — + M'MF - MFM' =0. 7
Consider the set of partial differential equations
) .
V) _ 0 ay@). 1<i<m (®)
Xq

Given a point (2°,9°) € R™ x R", there exist a neighborhood U of x° and a unique
smooth function y(z) which satisfies (8) and is such that y(x°) = y .

Throughout the paper,
- M,,(R) denotes the set of n-square real matrices;
- GL,,(R) denotes the set of n-square real invertible matrices;

- for S € M,,(R) symmetric positive definite S 172" denotes the square root of S.
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3 Problem statement

We consider the family of Euler-Lagrange systems described by equations (1) where the
output is ¢ = (q1,...,q,)" € R™, and the input is 7 = (71,...,7,)T € R". The
unmeasured part of the state is v = (¢1,...,qn)".

As pointed out in the introduction the difficulty to stabilize or to construct observers
for system (1) mainly stems from the fact that Coriolis and centrifugal forces vector in
(1), have a quadratic growth in the generalized velocities v, which are not measured.
The global change of coordinates introduced in [2] for one-degree-of freedom (i.e. n =1)
systems overcomes this problem by rewriting the dynamics with functions which are
linear in the unmeasured velocities. As it is discussed in [2], the design procedure might
be extended to the case of systems with more degrees of freedom, as soon as the same
kind of change of coordinates can be found, that is to say if we can select an invertible
matrix T'(g) such that

aT
") _ rg)ut .. 0

Remark 3.1 We can notice that a more general condition which allows us to rewrite
system (1) with an unmeasured part which is linear is the existence of a nonsingular
matrix 7" such that

dT(q)
a

The following example shows that condition (10) is weaker than condition (9). Con-
sider the following inertia matrix M (q)

Mig) = <}) (1)) .

Using the Christoffel symbols of the first kind [18], matrix C is given by
1 — _
S

=T(q)M " (q)C(g, v)v. (10)

U1 0

and an easy calculation shows that the matrix

e 1 0
T(q) = <%qleq2 1) (11)

satisfies equation (10), but not (9). In fact, equation (9) does not admit any solution (as
we will see later).

Necessary geometric conditions, so that (9) admits a solution are given in [6], fur-
thermore necessary conditions in terms of Riemmanien curvature are given in [18].

The main contribution of the paper is to give an algebraic necessary and sufficient
condition in terms of the matrix of centrifugal and Coriolis forces, so that (9) admits a
solution, and make the relation between it and Riemannain curvature as in [18].

4 Main results

4.1 Equation %}EQ) =T(q)M ' (¢9)C(g,v)

This subsection is composed of two parts. In the first part, we propose a necessary and
sufficient condition which ensures the existence of a solution of equation (9) as well as
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methods to compute it (Lemma 4.4).
In the second part, we explain the relation between (9) and Riemannain curvature.

4.2 Necessary and sufficient conditions

Theorem 4.1 Consider the nonlinear system (1); equation (9) admits a solution if

and only if
oCc;  9C;

9 Og;
for all 1 <i,5 <n where the matrices C; are defined by relation (5).

=CiM~'C; - My, (12)

To establish Theorem 4.1, we need to prove the following preliminary lemma.

Lemma 4.1 Let M1(q),...,Mn(q) be matrices in My, (R) depending smoothly on q
and consider the set of partial differential equations

oT
0q;

(9) =T(q)M;(q), Vi=1,...,n. (13)

Given any matriz Ty € GL,,,(R) and gy € R™, there exists an unique smooth matriz
T(q) which satisfies (13) and is such that T(qo) = Ty if and only if the functions
Mi(q),...,M,(q) satisfy the conditions

oM; M,

VZ<]STL, MJMl_MZMJ:W_aq
i j

(14)

Proof Necessity Let T(q) be a solution of equations (13), then from the

property
0°’T(q) _ 9*T(q)

0q;0q;  9q;04; (15)
one has
O(T(q) My(a) _ O(T(q) Mila)) 1)
94 9q;
Expanding the derivatives on both sides we obtain
T (@M + L) = 1) (@i + L) an)

which, due to the fact that T'(¢) is invertible (since T'(qo) € GL,(R)), yields the
condition (14).

Sufficiency The proof of this part of the demonstration can be easily derived from
Theorem 2.3 as follows. Let Ty € GL,,(R) and denote by (I'y,...,T%), T'y the columns
of matrix T, *. Conditions (14) ensure the existence of a family of functions I'* such that
for all k£ we have

ork
= —MT", T"(q)=T§. (18)
9qi
The matrix I with columns I'', ..., '™ satisfies the equality:
or _
=M, T(q)=1T;" (19)

8$i
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Since T'(qp) = T, ' which is non singular, we conclude that there exists a neighborhood
U of g such that T is non singular as a solution of (13), then for T(q) we take the matrix
I''(q). O

The above proof gives a condition of existence, but not a method allowing the con-
struction of the solution; however, the control implementation needs the knowledge of a
matrix T'(q).

In the sequel we will give another proof of the sufficient part of Lemma 4.4, based
on a reasoning by induction which provides an explicit solution of (9). Moreover this
solution is defined on the whole domain of definition of the matrices M; and not only
locally.

Alternative proof of the sufficient part of Lemma 4.4. By induction on n we show
that if (14) holds, then we have the following property denoted by P(n).

For all m > 1, there exists an invertible matrix T'(q) € GL,,(R) such that equations
(13) holds.

For n = 1: Equation (13) becomes

3T(Q1)
oq

=T"(q1) = T(q1)M(q1)

which admits solutions defined on the whole domain of definition of M; € M,,(R) and
so P(1) is true.
Assume that P(n) is true and let My, ..., My41 € My (R) be such that

oM; oM,

M:M; — M;M; = —= —
! ! dq; 9q;

for i,7=1,...,n+1. (21)

The induction hypothesis implies that there exists an invertible matrix 7j
T(In+1 (qla q2,..., Qn) SuCh that

ntl

8an+1 _ T .
8(]1' dn+1 (2]

1=1,...,n.
We will show that there exists a solution of the form T = Uy (g,41)T,

any1- First, observe
that

or oT,,
8(11 = q’l(‘]n-{-l)ﬁ = qjl(qn+l)TQ7l+lMi = TMZ’

for i =1,...,n. Moreover T satisfies the (n + 1)-th equation if and only if

d¥y oT,

— gt — T, M, 22

dgnyr * Oqn1 1 et (22)
which is equivalent to

av o1, _

= Uy (T M1 — )T, (23)

dQnJrl a(]nJrl dnt1’

This equation with unknown function ¥; depending only on ¢,4+1 admits a solution

oT,
if and only if the term (an+1Mn+l — BI;T”LI) Tq;L does not depend on q,...,q,.

Now, taking into account that matrix T, satisfies equations (13), a straightforward

n+1
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calculation leads to the following expression for the derivative of this term in respect
of ¢;:
8Mn+1 8MZ

94 Oqn

Tqnin (Ml M1+ — Mnp1 MZ> quu

which is zero because matrices M; satisfy equalities (21). O

Proof of the main result.
Since we have

dT(q) ~~9T(q)
dt > v

and from the decomposition of the matrix C(q,v) (see equality (5)), equation (9) is
equivalent to the set of equations

T (q)
0q;

=T(q)M;(q) i=1,...,n, (24)

where M;(q) = M~1(q)C;(q). According to Lemma 4.4, we deduce that a solution of (9)
exists if and only if

M;(q)Mi(q) — My(q)M; (q) = 22a) _ OMilg)

9q; 0q;
Now,
OM; oM, 1 Ty -1 109G 190G 1 Ty -1
B N VeS V1o MEING £ Ve ToTN) e heiet B S A NI Y S Y (o RN  £30 Vm Yo
dq;  Oq; ( ) ! dqi dq; (©+65)
oc; o,

:MjMi—MiMjJrM—l( —C?M‘lcj—i—C;FM_lCi).

g, Dq,

It follows that a necessary and sufficient condition for the existence of a solution T'(q)

of equation (9) is given by
oC;  0C;
dq; 9q;

=C/M~'C; - CfM'Cy.

this concludes the proof. O

The preceding theorem gives an algebraic characterization of a family of Euler-Lag-
range systems which can be transformed, with the help of a change of coordinates into
some structure, affine in the unmeasured part of the state v = ¢. The following one gives
another characterization for the existence of a solution of equation (9).

Theorem 4.2 Consider an Euler-Lagrange system (1). The following conditions are
equivalent.

1. There exists a matriz T(q) such that (9) holds.

dN
2. There exists a matriz N(q) such that M(q) = NT(q)N(q) and NT(q) (9) =

dt
C(q,v).

3. There exists a function O(q) R™ — R"™ and N(q) nonsingular such that M(q) =
NT(q)N(q) and the Jacobian matriz of © is equal to N(q).
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Proof 1= 2

dM —
Suppose that (9) admits a solution; the computation of e where M =
(TT) 'MT~!, gives
dM

E — _( )_1(CTM_lTT)(TT)_lM(TT)_l _ (TT)_lMT_l(TM_lc)T_l
@)y B et o - By
dt dt
dM — -
because CT + C = - So, M = (T") "MT-! is a constant symmetric positive

—1
definite matrix. Letting N = M 2T, one can check easily that M(q) = NT(q)N(q) and

N(Q)T%N(Q) =C(q,v).

2 = 1 Suppose that conditions (2) are satisfied then N(q) is nonsingular and an
easy computation shows that this matrix is a solution of equation (9).
2 = 3 Let us denote the columns of matrix N by N% N(q) is the Jacobian matrix
of a function O if and only if
ON* QNI
dq; a4

(25)

dN
Now the equality N TE = (' is equivalent to

ON?
g5
where C} denotes the i-th column of C;. But from formula (3), we know that C! = Cs;
this proves formula (25).
3 = 2 Denoting by N;; the entries of matrix N(g), conditions (3) imply that

8Nij B 0N,

oqr 0q;

for all triple (i,j, k). From (4) and taking into account that M(q) = N(q)TN(q), we
have

=N'Cj, i j=1,....n,

OM.. OM., OM; ", /ON,; AN,y
20 = —2 2 JNS Ny
*= og | om  0g Z( kF Ny )

i 8N5j - 8st a]\]sk
+Z(aqk st"'Ns ) Z< - sk+st 6q]>

s=1 =
- ONp 8st> ( NT 8N>
= Ns j + N, s,
; ( 7 0 e 9qi
so we have aN
i — NT
¢ 9qi
which is equivalent to
dN
c(g) = N7 N
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4.3 The Riemmanian curvature

Now suppose that the conditions of theorem 4.5 are fulfilled, then there exists a function
© R™ — R"™ such that, denoting by N(q) the Jacobian matrix of ©,

M(q) = N"(q)N(q). (26)

In terms of the new variables @ = ©(q), V = N(q)v the Lagrangian dynamics equations
(1) can be shown to reduce to

Q=Y, (27)
V=Nv+No=(ND"L(r-V(g). (28)

Thus a double integrator model in terms of @ is achieved by the much simpler inner loop
feedback control law
T=V(g)=N"(gv. (29)

The point is that, in the new coordinates, the computation of the Coriolis and cen-
trifugal terms in the inner loop is avoided. However, a necessary and sufficient condition
for existence of the factorization (26) is that the Riemannian curvature of the metric
defined by the robot inertia matrix be zero [5, 18]. More precisely we have the following
theorem which summarizes our result and the result of papers [5, 18].

Theorem 4.3 Consider an Euler-Lagrange system (1). The following conditions are
equivalent:

1. There exists a matriz T(q) such that (9) holds.
2. The Riemmanian Curvature Tensor defined by

?*Min(q) | 0*°Mju(q)  0?Malq)  9*Mju(q)
0q10q; 0q1.0¢; 0qr0q; 0q10¢;

Rijr =
n (30)
1
+ 5 Z Mgsl (Q) [Orjlcsik - Orilcsjk]

r,s=1

are identically zero, where M, }(q) are the components of the inverse M~'(q) of
the inertia matric M(q) and Cr; are the Christoffel symbols of the first kind
defined by (3).

4.4 Example: The cart pendulum system

As an example, we will consider the inverted pendulum. The Euler-Lagrange equations

write: i )
(M +m)# + mlf cos — ml6*sinf = 7y, (31)
mli cosf + mi?6 — mlgsind = 0,
where M and z denote the mass and the position of the cart (which is moving horizon-
tally), m, [ and 6 denote the mass, the length and the angular derivation from the upward
vertical position of the pendulum which is pivoting around a point fixed on the cart. We
denote the state vector (z,0,%,0)T as (q1,q2,v1,v2)T. The output is y = (q1,¢2)7T.
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The inertia matrix is

M(q):< ar agcosq2>

ag COS g2 as

with a1 = M +m, as =ml and a3 = mi>.

Using the Christoffel symbols, we obtain

(0 0 {0 —agsin(ga)
Cl—<0 O> and CQ—<O 0 .

One can check easily that condition (14) are verified so according to Theorem 4.3, equa-
tion (9) admits a solution that we will make explicit by using the method explained in
the proof of Lemma 4.4.

First, if we denote by T}, the 2-dimensional identity matrix, T, is obviously a solution
of the differential equation
dT,

dq‘f (1) =T,M'C1.

so we can find a solution of equations (9) under the form ¥(gq), a 2-dimensional square
matrix solution of the equation

dv (QZ)
dgo

= \I/(QQ)MilcQ. (32)

An easy calculations shows that the solution of equation (32) with initial condition
¥(0) = the identity matrix is

az3(0) cos(q2) — a20(gz)

1
. alﬂ(o)
3(0)

where ((g2) = \/a1as — a3 cos (q2)2.
Moreover the diffeomorphism © = (O, ©,)" defined by

T aaBl0) cos(s) — asB(s)
O1=a +/ a18(0) s

is such that Jacobian (©) = ¥(gq).



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 7(2) (2007) 197-216 207

The following change of coordinates:

T aaBl0) cos(s) — asB(s)
O1=a +/ a16(0)

ds,

3(0)
0
B a23(0) cos(q2) — azB(q2)
zZ1 = U1 + alﬁ(O) V2,
_ Ble)
zZ9 = 6(0) V2
transforms the dynamics of the Cart-Pendulum into a double integrator
O =p, (34)
£ =T(q)M ™ ()(r — V() = u. (35)

where 7 = (11,0)T and V(q) = (0, —mlgsing)T.

Clearly this system is linear in the unmeasured part of the state and an exponentially
converging observer can be constructed.

5 Discussion about equation (10)

Let us consider the problem of finding 7" such that (10) is satisfied.
Observe first that the matrix M ~*C(q,v)v is quadratic in v with coefficients depend-
ing only on ¢, i.e. there exists R; such that

n

M~(q)C(q,v)v = Z v Riv. (36)
i=1

The matrices R; are not uniquely determined.

In the case of one degree of freedom, a solution of (10) always exists [2]. In the case
of higher order system, equation (9) can admit no solution while equation (10) admits
one: see the example of Remark 3.1. In this example, observe that there is no function
©(q) such that the Jacobian matrix of © is equal to T'(¢) and thus the Riemmanian
curvature Tensor are not identically zero.

The following theorem gives a necessary and sufficient condition for equation (10) has
a solution.

Theorem 5.1 Consider the Euler-Lagrange system (1), equation (10) admits a so-
lution if and only if there exist matrices R; satisfying equality (36) and such that
OR; OR;
9¢;  Oq;

R;R; — RiR; = (37)

for i,7=1,...,n.
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Proof Let us suppose that there exist a family of matrices Ri(q), k =1...,n, such
that equality (36) holds. Condition (37) ensures the existence of an invertible matrix
T(q) such that

= _7
34 Ry, (38)

moreover a method of construction of solution is given by Lemma 4.4. So we get

n n

. oT _
T(q)v = Zvia—qu =Y " wTRw =T(q)M ™ (q)C (g, v)v.
=1 =1

For the necessary part assume that there exists a matrix 7'(g) such that (10) and
(36) hold. Tt follows that

kaTfl(q)—v = M~'C(q,v)v.

- aT
1 Oqx,

T
Let Ry = T’l(q)g—qk7 it follows that

OR; OR; 0 (T_la_T> B i<T_1aT)
dqi  0Oq;  Oqi dq; dq; 0¢;

2 2
_ 19 0T + 1 2L 0T 0T oy 0T
dq; 0Jg; 9q;0q; dq; i 9q;0q;
= R;R; — R;R;,

which proves the result. O

6 Triangular form for a particular family of Euler-Lagrange systems

It is now well-known that under certain conditions, we can carry out the transformation
of a system, by a diffeomorphism into a state affine system in the velocity and carry out
the synthesis of an observer. In the same way, we know that the necessary and sufficient
conditions under which a system is transformable are very restrictive.

For that, we propose the triangular form in the unmeasured part of the state ¢ = v
for the analysis of observability. We will consider a particular family of Euler-lagrange
systems, and we show that it can be transformed into some triangular structure for which
an almost exponentially converging observer is given.

6.1 A family of Euler-Lagrange systems

In this section, we restrict ourselves to a particular family of Euler-Lagrange systems.
We consider systems having two degrees of freedom and which satisfy the following
properties.

Property 6.1 The inertia matrix depend only on the variable ¢, this allows us to
introduce the following notations:

_ (Mii(g2) Mi2(g2)
Mlge) = <M12(Q2) M22(Q2)> '
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Property 6.2 There exist three positive constants mj, mg and K such that for all

mily < M(q) < mal, (39)
1C(q,v)|| < Klv, (40)

where I denotes the 2-dimensional identity matrix.
Property 6.3 The function 7 — V4 is bounded in norm.

These properties are satisfied by many Euler-Lagrange systems with two degree of
freedom: e.g. the cart-pole system [6, 19], the manipulator system [9]. In the problem
under consideration, matrices C; and Cy write

1 1
0 Mi(g2) SMii(q2)  Mix(g2)
Cilgz)=| 2 , Calgp)=|2

1
—§M{1(Q2) 0 0 §M§2(QQ)

(the ’ denotes the derivative). So, according to Theorem 4.3, equation (9) admits a
solution iff

801 802 T —1 T —1
T2 —
902 a0 Co M~ C1y —C] M~ Csq,
which is equivalent to
MI q2 AI q2
Mii(g2) = —112(A()q2)( ) (41)

where A = Mi1(q2)Maa(q2) — Mi2(q2)?, which is positive since matrix M is positive
definite.

An example of systems satisfying equation (41) is, for instance, the cart-pendulum
system [6] and the tora system [20]. But, other systems such that the manipulator or the
two links manipulator do not satisfy this conditions. In spite of this, we will show that,
this class of systems can be turned with the help of an appropriate change of coordinates
into some triangular form near to feedforward form.

More precisely, we have the following result.

Proposition 6.1 Under properties 2.1-6.3, the map

O (CI17017QZ702) - (I1,$2,$3,$4)

defined by
q2
- Mlg(S)
1 _q1+0 Mll(s) S,
xo = Mi1(g2)v1 + Mi2(g2)va,
r3 = (g2,
r4 = aqga)ve,
where

_ A(Q2)
a(q) = 7M11(q2) )
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defines a global change of coordinates which transforms system (1) into

. x2
i =—,

! My (x3)
j:2 = Ui,

. T4
Ta =

3 a(zs)’ (42)
o1 M (z3) o
T Al <2M121<w3>“’2 )
Y = ($1,$3)T.

M
where w1 =1 — V1 and us =1 — Vo — M—mul.
11

Proof The proposed transformation is obviously one-to-one and onto, moreover
its jacobian matrix is equal to

M2
1 0 —= 0
My
0 M11 M{l’Ul +M{2’U2 M12
0 0 1 0
0 0 o'vy «

and we can see that this transformation is a global diffeomorphism.
On the other hand equations for #; and Z3 are obvious. Omne can determine the
expression of &5 as follows; from

M(g2)o = —C(gz,v)v+7—-V

we have
Mi1(g2)t1 + Miz(g2)v2 = — M7, (q2) vive — Mis(q2) v

and so
iy = Mi1(g2)01 + Mi2(q2)b2 + M{y(g2) vive + M{y(g2) v3 =71 — Vi = uy.
We will now compute the expression of ;. From

b =—M(q) ' (Clgz,v) +7 V)

we have
. 1 1
Aga)0e = §M11M{1 v + My M| viv2 + (M12M{2 — EMuMég)v%

— Mia(m1 — Vi) + Mii(12 — Vo)
M/

= 2]\41111 (M121 ’U% +2M;, My vive + M122 v%)

IMi Mo M, — M2 M!, — M2 M!
n 11 M2 My 2]\/[11 12 22 Ao — V) My (e — Va)
11

M! OIMi Mo M!, — M2 M/, — M2 M/

_ 2]\41111 I%-ﬁ- 11412019 2M111;2 12 12711 55421 _M12(Tl _Vl)

+ My (2 — Va).
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Now
i4 = o/ (g2) v5 + alga) B2
and, taking into account that

o — 1 M7 M3y — 2Mi Mia My, + M7, M,y
2a ME

we get the formula stated in the above proposition. O

6.2 Construction of observers

Let us point out some particular interests of the system exhibited in Proposition 6.5.
System (42) is triangular with respect to the unmeasured part of the state. The difficulty

in designing an observer for the above system lies in the presence of the nonlinearity
M (x
W((g))x%, which depends on the unmeasured part of the state xo. Moreover, due
11\T3
to the presence of term z3 in the dynamics of x4, hypothesis [H2'] of paper [3] is not
satisfied. This fact precludes from applying the techniques of [3] to construct an observer.
However, from the @1, Zo—equations in (42) we can see that the unmeasured state x4
not appears in the derivative &1, &2.
Therefore, we can obtain the information about 23 from the z1, ro—subsystem.
Consider z1, x2—subsystem constituted by the two first equations of system (42)

. x2
T = ——0,
FTOMy ()
j? = ui, (43)
Yl = X1.

This subsystem does not depend on x4. Moreover it is linear with respect to the unmea-

sured variable x2. In fact it can be considered as a linear system with a time-varying
1

coefficient m Consequently, one can easily determine a globally exponentially con-
3

verging observer. More precisely we have,

Proposition 6.2 The auxiliary dynamical system

- 1
T = ——— (T2 + k1 (Z1 — 1)),

M (z3) (44)
By m — hy(Fr—21) +u
2_M11(x3) 2(T1 1 1,

is a globally exponentially converging observer for system (43), provided that the para-
meters k1 and ko are negative.

Proof Let (e1, e2) = (T1 — 21, T2 — x2). The error equation is

R S
€1 Mu(xg)(EQ 1€1),

S S, A
€2 M11($3) 2€1,
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(&)= (e o) (&)

The matrix in the system above is Hurwitz since k; and ko are negative. Moreover the
inequality (39) in Assumption 6.3 implies the existence of two constants k1 and ko such
that

or, in more compact form,

0 < K1 < Myi(xs) < K.

Consequently, we can find a positive definite quadratic Lyapunov function V(eq,e3)
whose derivative along the trajectories of system (45) satisfies

. 1 1
=—— W <-——W 4
14 M11(£U3) (515 52) = Ko (51752)5 ( 6)

where Wi(ey,e2) is a quadratic positive definite function. this implies that the system
(44) is an exponential observer for the system (43). O
We are ready to give an observer for the system (42).

Proposition 6.3 Consider the following auziliary dynamical system:

T Z4 = ky
= k _ .
Z3 a(a:4)+ 3(71 $1)+a(x3(13 r3),
s L (M) i i
2y o(z3) (2M121(x3)$2+u2+ 6(T3 — x3) | + ks(T1 — 21),
(47)
PO S (5
T M (23) (@2 + k1 (F1 = 1)),
1
NS S
2 M11($3) 2(.’[]1 ‘rl)—i_ula

where the parameters k1, ko, k4 and ke are chosen negative. Under the Assumptions 6.2—
6.4, system (47) is a globally converging observer for system (42).

Proof Let e3 =13 —x3 and ¢4 = T4 — x4. The error equation writes:

k

€3 = _g gy kse1 + ——es,

azy) a(zs
. 1 < My (23) o 2 )
Tq = (3 — %) + keez | + kee1,

alrs) \2M7 (z3) 7 (48)
L
€1 M11(963)(62 151)7
o1,
) Vi1 (z3) 281,

From inequalities (39), (40) in property 6.3 and the positive definiteness of the inertia
matrix, we can show easily that there exist o, a2 and ¢ > 0 such that

my, (3)
2k2m11 (1'3)2

a1 < a(zs) < as, ‘
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Moreover since k4 and kg are negative, one can determine a positive definite quadratic
function Q(es,e4) such that it’s derivative along the trajectories of (48) satisfies

Q < —e3 — &3 + c(les| + [eal)(|ex| + 75 — 23)
< —e3 — et + c(les] + eal) (Jea| + le2]le2 + 222]) (49)

1 1
< —553 — 553 + 2¢%(|e1] + |e2]le2 + 222])2.

Now, property 6.4 ensures that &5 is bounded and (46) holds. It follows that there
exist three constants a, k, 8 such that for all ¢ > 0,

e ()] < k(le1(0)] + [e2(0))e ™",
lea(t)] < E(le1(0)] + [e2(0) e, (50)
w2 (t)] < [22(0)] + at.

It follows readily that there exists two constants K7, Ko which depends on £1(0), £2(0)
and x2(0) such that

Q< _KIQ(53754)+K267%&7 (51)

which implies

Qea(t). () < ~Ks [ Qleals).a(o)ds + K+ Qea(0).24(0) (52
0

with K3 > 0. It follows from Gronwall’s Lemma that

Q(es(t),ea(t)) < (K3 + Q(e3(0),4(0))) e " (53)

This concludes the proof. O

6.3 Example

Consider the two-link manipulator studied in [4, 11]. The equations of motion are given
by

q=v,

54

M(q)v+C(g, v)v+V(g) =, (54)
Wlth q: (q17 q2)T, T = (7'17 7-2)T7
M(q) = <P1 +2pscosqz  p2 + ps3cos q2> 7
P2 + P3 COS ¢2 Do
Cv(q7 1}) = <_Uv2p3 .SID q2 _(Ul + ’U(Q))I)g sin q2> 7
1pP3 Sl g2

V(g) =0 and p; = 3.473, ps = 0.193, ps = 0.242.
Easy calculations show that

My (g2) 2’ 2p3 sin’
—11(q2) () =2ps3 (‘1 - pgsln q22 2 >COSQ2
2A(Q2) —pi1P2 + P35 + P3 COs< g2

Mﬁ(‘h) -
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which is non zero. It yields that equation (9) does not admits any solution. But one can
check readily that this fully-actuated system satisfies Assumptions 2.1-6.3. Thanks to
Proposition 6.5 the change of coordinates

-2 2p3 — py tan(%
o) =g 4 P2tpscos(s) oo P 2 arctanh( P b1 (22 )),
p1 + 2p3 cos(s) 4p3 — p1 dp3 — p1
x2 = (p1 + 2p3 cos g2)v1 + (p2 + p3 cos qz) v,
T3 = {42,
Ty = Q(QQ)UQ
with
a((p) _ DP1p2 — P% — pg COS2(Q2)
p1 + 2p3 cos(g2)
transforms (54) into
Z2
TG = —F
p1 + 2p3 cos g2
j:2 = Ui,
.2
= a(zs)’ (55)
. 1 —ps3sinaxs 9 >
T4 = Ty +us |,
1 afzs) <2(p1 +2pycosas)? 2 7
Y = (xlv x3)T7

where
P2 + P3 COs g2 -

up = (p1 + 2p3Ccosq)T1, Uy =Ty — ——F——T1
( ) P1 + 2p3cosq

According to Proposition 6.8, the following system

Ty k1

§1 = + T — 1),

p1+2p3cosqa  p1+ 2pscos (J2( )
5y ko ~
To=71+———(T_2x1),

p1 + 2p3 cos qz( )
Iy T4 . ~
T3 = m + kg(xl — Il) —+ k4($3 — xg),
- 1 —p3sinxs 224 + k(3 )+ ke @ )
Ty = T5+u T1—x T3 — T3),
! afzz) \ 2(p1 + 2p3cosx3)? "2 ? oA ! alxs 8o

is a global observer for (55) when the k;, i = 1,2, 4, 6, are negative.

7 Conclusion

A necessary and a sufficient condition for determining a state change of coordinate which
transform an Euler-Lagrange system into an affine system in the unmeasured part of state
was given. Obviously in the case of one degree of freedom, a solution always exists. A
case of higher order system, is for instance, that of the cart-pendulum system [10], the
tora system [20] and the overhead crane [7]. We conjecture the result several others
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problems in nonlinear control. Whereas, we know that these necessary and sufficient
conditions so that a system is transformable are very restrictive. For that, we proposed
the triangular forms in the unmeasured part of the state ¢ = v for the analysis of
observability. We have considered a particular family of Euler-lagrange systems, and
we show that it can be transformed into some triangular structure for which an almost
exponentially converging observer is given. Thanks to this triangular forms, a globally
converging observer presented so called “two-link manipulator” system. Moreover the
rate of convergence can be chosen arbitrary. Note also that our approach applies to the
“cart-pendulum” system and an exponentially converging observers with an arbitrary
rate of convergence can be constructed.
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