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on the Lyapunov method, a mixed H2/H∞ controller that minimizes the H2

performance measure when satisfying a prescribed H∞ norm bound on the
closed-loop system is proposed. LMI-based sufficient conditions for the exis-
tence of the mixed H2/H∞ controller and the upper bound of the performance
measure are developed.

Keywords: Jump linear system; linear matrix inequality; stochastic stability; sto-

chastic stabilizability; norm bounded uncertainty; state feedback.

Mathematics Subject Classification (2000): 93B36, 93C05, 93E03; 93E15.

1 Introduction

During the last decades the state feedback control that meets desired performance and/or
robustness specifications has attracted a lot of researchers from the control community
and different types of controllers were proposed. The mixed H2/H∞ state feedback
controller belongs to this class of controllers and it consists of determining a state feedback
gain that achieves a certain nominal (suboptimal) performance measure subject to a
robustness constraint. This feedback controller satisfying simultaneously the H2 and
H∞ specifications is interesting since it gives robust stability and nominal performance.

Bernstein and Haddad [1] were the first to introduc the mixed H2/H∞ control problem.
Their approach consists of minimizing an auxiliary cost function subject to the H∞

norm constraint and this cost provides an upper bound on the H2 norm. The work
of Berstein and Haddad has been extended to other mixed H2/H∞ control problem
(see for instance the work in [2, 3]). For other related works on the design of H2/H∞

controllers by state feedback or output feedback, we refer the reader to Haddad, et al. [4],
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Limbeer, et al. [5], Mustapha [6], Rotea and Khargonekar [7] and Saberi, et al. [8] and
Leibfritz [14]. For results using the LMI formalism we quote the works of Geromel, et
al. [9], Giusto, et al. [10], Kaminer, et al. [11], Khargonekar and Rotea [12], and Rotea
and Khargonekar [13].

For the time-delay system there exists only one reference that deals with the ro-
bust mixed H2/H∞. This work was done by Kim [15]. The paper considers the norm
bounded uncertainties. The time was considered to be time-varying. Kim developed some
LMI-based sufficient conditions that solve the robust mixed H2/H∞ control problem for
uncertain linear systems with time-delay.

As it was mentioned by different papers reported in the literature, there exist some
plants that can not be modelled by deterministic time invariant model as it is the case
in the work of Kim due maybe to abrupt changes in the dynamics for instance or to any
equivalent phenomena that makes the dynamics switches instantaneously and randomly
between some finite number of models. This behavior was shown to be adequately
represented by the class of Markovian jumping parameters that has recently attracted
a lot of researchers due to its power to model different practical situations that the
standard time-invariant linear model doesn’t do. For more details of this class of systems
we refer the reader to Mariton [16] and the references therein. For the class of systems
with time-delay and all the connected works we refer the reader to Boukas and Liu [17].

The mixed H2/H∞ control for the class of linear systems with Markovian Jumping
parameters was studied by Costa and Marques for the discrete-time case [18] and Aliyu
and Boukas [19] for the continuous-time case. In these references, the given results are not
in LMI-based. The problem of H∞ control of the class of Markovian jumping parameters
systems with time-delay has been tackled by some authors among them we quote the
works of [17, 20, 21].

To the best of our knowledge, the mixed H2/H∞ control of the class of systems we
are considering in this paper has never been studied. The extension of the results on the
mixed H2/H∞ to the class of Markovian jumping parameters is of great interest for the
control community due to the importance of this class of systems in practice. The problem
we are addressing here consists of determining a mean-square stabilizing controller that
minimizes the upper bound of the H2 performance measure under the restriction that
the H∞ performance measure is less than a prescribed value γ > 0 for all ω ∈ L2[0,∞).
We are interested by LMI-based conditions that can be easily solved using the existing
LMI tools. In this paper we will address the design of mixed H2/H∞ controller with
or without uncertainties in the dynamics of the class of Markovian jumping parameters
with time-varying delay.

The rest of this paper is organized as follows. In Section 2, the problem is stated and
the goal of the paper is presented. In Section 3, the main results are given and they
include results on stochastic stabilizability and its robustness. A memoryless controller
is used in this paper and a design algorithm in terms of the solutions of linear matrix
inequalities is proposed to synthesize the controller gains we are using.

Notation. Throughout this paper, Rn and Rn×m denote, respectively, the n dimen-
sional Euclidean space and the set of all n×m real matrices. The superscript “⊤” denotes
matrix transposition and the notation X ≥ Y (respectively, X > Y ), where X and Y are
symmetric matrices, means that X − Y is positive semi-definite (respectively, positive
definite). I is the identity matrices with compatible dimensions. Y is a constant matrix
associated with the controller. E{·} denotes the expectation operator with respective to
some probability measure P . L2 is the space of integral vector over [0,∞). ‖ · ‖ will refer
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to the Euclidean vector norm whereas ‖ · ‖ denotes the L2-norm over [0,∞) defined as

‖f‖2 = E

[ ∞
∫

0

f⊤(t)f(t) dt
]

.

2 Problem Statement

Consider a hybrid linear continuous-time system with N modes, i.e., S = {1, 2, · · · , N}
and assume that the mode switching is governed by a continuous-time Markov process
{rt, t ≥ 0} taking values in the state space S and having the following infinitesimal
generator:

Λ = (λij), i, j ∈ S,

where λij ≥ 0, ∀ j 6= i, λii = −
∑

j 6=i

λij .

The mode transition probabilities are described as follows:

P [rt+∆ = j | rt = i] =

{

λij∆ + o(∆), j 6= i,

1 + λii∆ + o(∆), j = i,
(1)

where lim
∆→0

o(∆)/∆ = 0.

Let x(t) ∈ Rn be the physical state of the system, which satisfies the following dy-
namics:



















ẋ(t) = A(rt, t)x(t) + A1(rt, t)x(t − h(t)) + B(rt, t)u(t) + B1(rt)ω(t),

x(s) = φ(s),−τ ≤ s ≤ 0,

z1(t) = C1(rt)x(t) + D1(rt)u(t),

z2(t) = C2(rt)x(t) + D2(rt)u(t),

(2)

where u(t) ∈ Rm is the control input system, ω(t) ∈ Rl is the disturbance to be rejected
and/or reference to be tracked, which we assume to belong to L2[0,∞), zi(t) ∈ Rp,
i = 1, 2 is the controlled (regulated) signal, A(rt, t) = A(rt) + DA(rt)F1(rt, t)EA(rt) ∈
Rn×n, A1(rt, t) = A1(rt) + DA1(rt)F2(rt, t)EA1(rt) ∈ Rn×n, and B(rt, t) = B(rt) +
DB(rt)F3(rt, t)EB(rt) ∈ R

n×m with A(rt), A1(rt), B(rt), B1(rt), DA(rt), DA1(rt),
DB(rt), EA(rt), EA1(rt), and EB(rt), are known real matrices with appropriate di-
mensions for each rt ∈ S, and Fk(rt), k = 1, 2, 3 are unknown real time-varying matrices
with appropriate dimensions satisfying the following:

F⊤
k (rt, t)Fk(rt, t) ≤ I, ∀ rt ∈ S, (3)

h(t) > 0 represents the system delay, that satisfies 0 ≤ h(t) ≤ τ , ḣ(t) ≤ β < 1, and φ(t)
is a smooth vector-valued initial function in [−τ, 0].

The initial condition of the system is specified as (r0, φ(·)) with r0 is the initial mode
and φ(.) is the initial functional such that

x(s) = φ(s) ∈ L2[−τ, 0]
∆
= {f(·)|

∞
∫

0

f⊤(t)f(t) dt < ∞}.
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Remark 2.1 The uncertainties that satisfies the conditions (3) are referred to be ad-
missible. The uncertainties we are considering here are time and mode system dependent
only. The results we are developing here will remain valid for systems with uncertainties
that may depend on time, modes and states systems.

For system (2) with u(.)
∆
=0 for t ≥ 0, we have the following definitions:

Definition 2.1 System (2) with u(.)
∆
= 0, ∀ t ≥ 0 and all the uncertainties equal to

zero, is said to be

(i) stochastically stable (SS) if there exists a positive constant T (r0, φ(·)) such that
the following holds for any initial condition (r0, φ(.)):

E

[ ∞
∫

0

‖x(t)‖2 dt

∣

∣

∣

∣

r0, x(s) = φ(s), s ∈ [−τ, 0]

]

≤ T (r0, φ(·)); (4)

(ii) mean square stable (MSS) if the following holds for any initial condition (r0, φ(.)):

lim
t→∞

E‖x(t)‖2 = 0;

(iii) mean exponentially stable (MES) if there exist constants α(r0, φ(·)) > 0, β > 0
such that the following holds for any initial condition (r0, φ(.)):

E[‖x(t)‖2] ≤ α(r0, φ(·))e−βt. (5)

Obviously, MES implies MSS and SS.

Definition 2.2 System (2) with u(.)
∆
=0 for t ≥ 0, is said to be

(i) robustly stochastically stable (RSS) if there exists a positive constant T (r0, φ(·))
such that (4) holds for any initial condition (r0, φ(.)) and for all admissible un-
certainties;

(ii) robustly mean exponentially stable (RMES) if there exist constants α(r0, φ(·)) > 0,
β > 0 such that (5) holds for any initial condition (r0, φ(.)) and for all admissible
uncertainties.

Obviously, we can show that RMES implies RSS.
In the rest of this paper, we will be interested by the design of a state feedback control

law in the following form:

u(t) = K(rt)x(t), (6)

where x(t) is the system state, and K(i), i ∈ S is a constant gain matrix that has to be
determined and which constitutes one of our main goal in this paper.

In the rest of this paper, we will assume that we have complete access to the state
vector, x(t), and to the mode, rt at nay time t ≥ 0.

Definition 2.3 System (2) with all the uncertainties equal to zero, is said to be
stabilizable in the stochastic sense if there exists a control law of the form (6) such that
the closed-loop system is stochastically stable for any initial condition (r0, φ(.)).
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Definition 2.4 System (2) is said to be robustly stabilizable in the stochastic sense if
there exists a state feedback controller of the form (6) such that the closed-loop system
is robustly stochastically stable for any initial condition (r0, φ(.)) and for all admissible
uncertainties.

Remark 2.2 Notice that the stability in each mode doesn’t imply the stochastic sta-
bility of the global system. It is the same for the stabilization problem. The stability
and the stabilization problems of the class of system we are considering is not a trivial
one and more care should be taken when working with this class of systems.

The H2 performance and H∞ performance measures used in the rest of this paper are
defined as follows:

JH2 = E

[ ∞
∫

0

z⊤1 (t)z1(t) dt

]

: H2 performance measure, (7)

JH∞
= E

[ ∞
∫

0

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) dt

]

: H∞ performance measure. (8)

The goal of the mixed H2/H∞ control can be summarized as follows: Given the dy-
namical system (2) find a controller (6) that achieves the minimization of H2 performance
measure and satisfying H∞ norm bound within γ (a given real positive constant) for all
ω(t) ∈ L2[0,∞). In other words, the aim of the mixed H2/H∞ control is to minimize
the output energy of z1(t) and at the same time satisfy the prescribed H∞ norm bound
of the closed-loop system from ω(t) to z2(t).

Plugging the controller (6) in the dynamics (2) we get:






















ẋ(t) = AK(rt, t)x(t) + A1(rt, t)x(t − h(t)) + B1(rt, t)ω(t),

x(s) = φ(s), −τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(9)

where AK(rt, t) = A(rt, t)+B(rt, t)K(rt), C1K(rt) = C1(rt)+D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

Let us now give the following lemmas that we will use extensively in proving our
results in the rest of this paper. The proofs of the results of these lemmas can be found
in Boukas and Liu [17] or any equivalent reference.

Lemma 2.1 Let Y be a given symmetric and positive-definite matrix, x(t) and y(t)
be two given vectors of appropriate dimensions, and F (t) a matrix with appropriate di-
mension satisfying F⊤(t)F (t) ≤ I. Then, for any ǫ > 0 we have:

pm2x⊤(t)F (t)y(t) ≤ ǫx⊤(t)Y x(t) + ǫ−1y⊤(t)Y −1y(t), ∀ rt ∈ S.

Lemma 2.2 Let A, D, F , E be real matrices of appropriate dimensions with ‖F‖ ≤
1. Then, we have

(i) for any matrix P > 0 and scalar ε > 0 satisfying εI − EPE⊤ > 0,

(A + DFE)P (A + DFE)⊤ ≤ APA⊤ + APE⊤(εI − EPE⊤)−1EPA⊤ + εDD⊤; (10)

(ii) for any matrix P > 0 and scalar ε > 0 satisfying P − εDD⊤ > 0,

(A + DFE)⊤P−1(A + DFE) ≤ A⊤(P − εDD⊤)−1A +
1

ε
E⊤E. (11)
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Lemma 2.3 The linear matrix inequality
[

H S⊤

S R

]

> 0

is equivalent to
R > 0, H − S⊤R−1S > 0,

where H = H⊤, R = R⊤ and S is a constant matrix.

3 Main Results

The main goal of this paper is to develop an LMI-based design procedure for the mixed
H2/H∞ controller for the class of systems we are considering. The rest of this section
will treat the nominal system first and then consider the case of uncertain systems with
norm bounded uncertainties. In both cases, we will establish LMI-based conditions for
the mixed H2/H∞ controller design.

3.1 Nominal system

Let us now assume that the uncertainties in the dynamics (2) are equal to zero for all
time and for all modes. In this case, the previous closed-loop dynamics becomes:



















ẋ(t) = AK(rt)x(t) + A1(rt)x(t − h(t)) + B1(rt)ω(t),

x(s) = φ(s), −τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(12)

where AK(rt) = A(rt) + B(rt)K(rt), C1K(rt) = C1(rt) + D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

When the external disturbance ω(t) is equal to zero for all t ≥ 0, the following theorem
gives the conditions that controller (6) should satisfy to stabilize the class of systems
under consideration.

Theorem 3.1 Let the disturbance input be equal to zero, i.e. ω(t) = 0 for t ≥ 0.
The controller (6) is an H2 optimal controller satisfying the minimization of the H2

performance measure (7) if there exist symmetric and positive-definite matrices P =
(P (1), . . . , P (N)), Q and a controller gain K = (K(1), . . . , K(N)) that the following
holds for every mode i ∈ S:

Θ(i)
∆
=

[

J(i) P (i)A1(i)
A⊤

1 (i)P (i) −(1 − β)Q

]

< 0 (13)

with J(i) = A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q + C⊤
1K(rt)C1K(rt). The H2 per-

formance measure is bounded by a positive scalar, i.e.:

JH2 ≤ J⋆ ∆
=

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

. (14)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 3(2) (2003) 119–137 125

Proof Let C[−τ, 0] be a space of continuous functions on the interval [−τ, 0] and for
any x(t), t ∈ C[−τ, 0], define ‖x‖ = sup

−τ≤s≤0
‖x(s)‖. Obviously, the evolution of x(t)

depends on x(s), t − τ ≤ s ≤ t, which means that {(x(t), rt), t ≥ 0} is not a Markov
process. To cast our model into the framework of Markov system, let us define a process
x(t) taking values in C[−τ, 0] by

xs(t) = x(s + t), t − τ ≤ s ≤ t

then, {(x(t), rt), t ≥ 0} is a strong Markov process. Consider now the Lyapunov func-
tional candidate with the following form:

V (x(t), rt) = x⊤(t)P (rt)x(t) +

t
∫

t−h(t)

x⊤(θ)Qx(θ) dθ, (15)

where P (rt) and Q are symmetric and positive-definite matrices.
Let A be the infinitesimal generator of the process {(x(t), rt), t ≥ 0}. Then, we get:

AV (x(t), rt) = ẋ⊤(t)P (rt)x(t) + x⊤(t)P (rt)ẋ(t) + x⊤(t)Qx(t)

− (1 − ḣ(t))x⊤(t − h(t))Qx(t − h(t)) +

N
∑

j=1

λrtjx
⊤(t)P (j)x(t)

= [(A(rt) + B(rt)K(rt))x(t) + A1(rt)x(t − h(t))]⊤P (rt)x(t)

+ x⊤(t)P (rt)[(A(rt) + B(rt)K(rt))x(t) + A1(rt)x(t − h(t))]

+ x⊤(t)Qx(t) − (1 − ḣ(t))x⊤(t − h(t))Qx(t − h(t))

+

N
∑

j=1

λrtjx
⊤(t)P (j)x(t)

which gives the following:

AV (x(t), rt) ≤ x⊤(t)

[

A⊤
K(rt)P (rt) + P (rt)AK(rt) + Q +

N
∑

j=1

λrtjP (j)

]

x(t)

+ 2x⊤(t)P (rt)A1(rt)x(t − h(t)) − (1 − β)x⊤(t − h(t))Qx(t − h(t))

Notice that (13) can be rewritten as follows:







A⊤
K(i)P (i) + P (i)AK(i) + Q +

N
∑

j=1

λijP (j) P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






+

[

C⊤
1K(i)
0

]

[C1K(i) 0] < 0

which gives in turn:







A⊤
K(i)P (i) + P (i)AK(i) + Q +

N
∑

j=1

λijP (j) P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






< 0.
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This implies that the system is stochastically stable under the control law (6) (see
Boukas and Liu [17] for the details of the proof).

Using now Dynkin’s formula, we get:

E[V (x(t), rt)] − V (x(0), r0) = E

[

t
∫

0

AV (x(s), rs) ds

]

.

Combining this with (13) we have:

E[V (x(tf ), rtf
)] − V (x(0), r0) ≤ E

[

tf
∫

0

ζ⊤(s)Θ(rs)ζ(s) ds

]

with ζ(s) =

[

x(s)
x(s − h(s))

]

.

Using the fact that system is stable, this implies the following when letting tf goes to
infinity:

E

[

∞
∫

0

z⊤1 (s)z1(s) ds

]

≤ V (x(0), r0)

= x⊤(0)P (r0)x(0) +

0
∫

−h(0)

x⊤(θ)Qx(θ) dθ,

i.e.:

‖z1‖ ≤

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

x⊤(θ)Qx(θ) dθ

]
1
2

which gives an upper bound for the H2 performance measure for the class of systems we
are dealing with. This ends the proof of Theorem 3.1.

Let us now put the condition of Theorem 3.1 in the LMI formalism since it is now
nonlinear in P (rt) and K(Rt). From (13) we get the following using Schur complement:















A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) P (i)A1(i) I C⊤
1K(i)

A⊤
1 (i)P (i) −(1 − β)Q 0 0

I 0 −Q−1 0

C1K(i) 0 0 −I















< 0.

Letting Q̄ = (1 − β)Q, the previous condition becomes:







A⊤

K(i)P (i)+P (i)AK(i)+
N
∑

j=1

λijP (j)+P (i)A1(i)Q̄−1A⊤

1 (i)P (i) I C⊤

1K(i)

I −Q−1 0

C1K(i) 0 −I






< 0.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 3(2) (2003) 119–137 127

Letting now X(i) = P−1(i) and pre and post-multiplying the previous condition by
diag (X(i), I, I) we get:





J0(i) X(i) X(i)K⊤(i)D⊤
1 (i) + X(i)C⊤

1 (i)
X(i) −Q−1 0

D1(i)K(i)X(i) + C⊤
1 (i)X(i) 0 −I



 < 0

with J0(i) = X(i)A⊤
K(i) + AK(i)X(i) + X(i)

[ N
∑

j=1

λijX
−1(j)

]

X(i) + A1(i)Q̄
−1A⊤

1 (i).

Putting

U = Q−1

Y (i) = K(i)X(i)

Si(X) =
(

√

λi1X(i), . . .
√

λii−1X(i),
√

λiiX(i), . . . ,
√

λiNX(i)
)

Xi = diag (X(1), . . . , X(i − 1), X(i + 1), . . . , X(N))

and noticing that:

X(i)A⊤
K(i) = X(i)(A(i) + B(i)K(i))⊤ = X(i)A⊤(i) + Y ⊤(i)B⊤(i),

X(i)

[ N
∑

j=1

λijX
−1(j)

]

X(i) = λiiX(i) + Si(X)X−1
i S⊤

i (X)

the previous condition becomes:







J1(i) X(i) Y ⊤(i)D⊤
1 (i) + X(i)C⊤

1 (i) Si(X)
X(i) −U 0 0

D1(i)Y (i) + C1(i)X(i) 0 −I 0
S⊤

i (X) 0 0 −Xi






< 0

with

J1(i) = X(i)A⊤(i) + A(i)X(i) + Y ⊤(i)B⊤(i)

+ B(i)Y (i) + λiiX(i) + (1 − β)−1A1(i)UA⊤
1 (i).

This condition can be solved using the LMI toolbox of Matlab or any equivalent tool
to get the controller gain, K(rt) for every rt ∈ S.

Let us now consider that the external disturbance is not equal to zero. The controller
(6) in this case is a H∞ controller and the following theorem gives the associated results.

Theorem 3.2 Let γ be a given positive constant. The controller (6) will stabilize
the system and guarantee the disturbance rejection of level γ for all ω(t) ∈ L2[0,∞) if
there exist symmetric and positive-definite matrices P = (P (1), . . . , P (N)) and Q, and
a controller gain K = (K(1), . . . , K(N)) such that the following holds for every i ∈ S:

ΘH∞
=





J̃2(i) P (i)A1(i) P (i)B1(i)
A⊤

1 (i)P (i) −(1 − β)Q 0
B⊤

1 (i)P (i) 0 −γ2I



 < 0 (16)
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with J̃2(i) = A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q + C⊤
2K(i)C2K(i). In this case we

have:

‖z2‖ =

[

γ2‖ω‖2 + x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

. (17)

Proof To prove this theorem, let us assume that the controller exists and show that
it stochastically stabilizes the class of system we are considering. For this purpose notice
that (16) implies the following:

[

J̃2(i) P (i)A1(i)
A⊤

1 (i)P (i) −(1 − β)Q

]

< 0. (18)

This inequality can be rewritten as:







A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






+

[

C⊤
2 (i)
0

]

[C2(i) 0] < 0

which gives in turn:





A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q



 < 0.

This implies in turn that the system is stochastically stable under the controller (6)
(for more details on the rest of the proof, we refer the reader to Boukas and Liu [17]).

Let us now, show that the HH∞
performance measure is bounded. For this purpose,

let us define the performance function:

JT = E

[

T
∫

0

(

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t)
)

dt

]

.

To prove that HH∞
performance measure is bounded, it suffices to establish

J∞ ≤ V (x(0), r0) = x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ(s)Qφ(s) ds.

Using Dynkin’s formula, we have

E

[

T
∫

0

AV (x(t), rt)] dt

]

= E[V (x(T ), rT )] − V (x(0), r0),

where V (x(t), rt) is given by equation (15).



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 3(2) (2003) 119–137 129

Noticing that:

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) = x⊤(t)C⊤
2K(rt)C2K(rt)x(t) − γ2ω⊤(t)ω(t)

and

AV (x(t), rt)] ≤ x⊤(t)

[

A⊤
K(rt)P (rt) + P (rt)AK(rt) + Q +

N
∑

j=1

λijP (j)

]

x(t)

+ 2x⊤(t)P (rt)A1(rt)x(t − h(t)) + 2x⊤(t)P (rt)B1(rt)ω(t)

− (1 − β)x⊤(t − h(t))Qx(t − h(t))

we get:

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) + AV (x(t), rt) ≤ η⊤(t)ΘH∞
(rt)η(t),

where η⊤(t) =
(

x⊤(t) x⊤(t − h(t)) ω⊤(t)
)

. Therefore,

JT = E

[

T
∫

0

[z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) + AV (x(t), rt)] dt

]

− E

[

T
∫

0

AV (x(t), rt)] dt

]

≤ E

[

T
∫

0

η⊤(t)ΘH∞
(rt)η(t) dt

]

− E[V (x(T ), rT )] + V (x(0), r0).

(19)

Since ΘH∞
(i) < 0 and E[V (x(T ), rT )] ≥ 0, (19) implies

JT ≤ V (x(0), r0),

yielding

J∞ ≤ V (x(0), r0),

i.e.,

‖z2‖
2
2 − γ2‖w‖2

2 ≤ x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds.

This yields

‖z2‖
2
2 ≤ γ2‖w‖2

2 + x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds,

which gives the bound we are looking for.
This ends the proof of Theorem 3.2.
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In a similar way we can put the condition (16) in the LMI formalism in the design
parameters. The new conditions becomes:










J2(i) X(i) B1(i) Y ⊤(i)D⊤
2 (i) + X(i)C⊤

2 (i) Si(X)
X(i) −U 0 0 0
B⊤(i) 0 −γ−2I 0 0

C2(i)X(i) + D2(i)Y (i) 0 0 −I 0
S⊤

i (X) 0 0 0 −Xi











< 0 (20)

with

J2(i) = X(i)A⊤(i)+A(i)X(i)+Y ⊤(i)B⊤(i)+B(i)Y (i)+λiiX(i)+(1−β)−1A1(i)UA⊤
1 (i).

Notice that in (14) and (31) we have the following common term:

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

that we should minimize to guarantee good performances. By doing so, simultaneously
we will guarantee a minimum upper bound for the H2 performance measure and a good
disturbance rejection with a level γ for all ω(t) ∈ L2[0,∞). Before giving the optimization
problem that will allow us to reach our goal, let us formulate the cost function.

First of all, notice that x⊤(0)P (i)x(0) for all i ∈ S can be bounded by a real positive
constant that we should minimize:

x⊤(0)P (i)x(0) ≤ α

with α = max(x⊤(0)P (1)x(0), . . . , x⊤(0)P (N)x(0)); which we can rewrite as follows:

−α + φ⊤(0)X−1(i)φ(0) < 0,

where X(i) = P−1(i).
This can be rewritten in matrix form as:

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0. (21)

For the second term of the common term for the two performance measures, notice
that:

0
∫

−h(0)

φ⊤(s)Qφ(s) ds =

0
∫

−h(0)

tr
(

φ⊤(s)U−1φ(s)
)

ds

= tr
(

NN⊤U−1
)

= tr
(

N⊤U−1N
)

< tr (Q)

with NN⊤ =
0
∫

−h(0)

φ(s)φ⊤(s) ds. This gives:

−Q1 + N⊤U−1N < 0.

In matrix form we get:
[

−Q1 N⊤

N −U

]

< 0. (22)

The following theorem gives the optimization that we could solve to get the controller
gain.
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Theorem 3.3 Let γ be a given positive constant. If there exist symmetric and
positive-definite matrices X = (X(1), . . . , X(N)), U and Q and a positive scalar α,
and a matrix Y = (Y (1), . . . , Y (N)), solution of the following optimization problem:

min
(

α + tr (Q)
)

s.t :







J1(i) X(i) Y ⊤(i)D⊤
1 (i) + X(i)C1(i) Si(X)

X(i) −U 0 0
C1(i)X(i) + D1(i)Y (i) 0 −I 0

S⊤
i (X) 0 0 −Xi






< 0, (23)











J2(i) X(i) B1(i) Y ⊤(i)D⊤
2 (i) + X(i)C⊤

2 (i) Si(X)
X(i) −U 0 0 0
B⊤

1 (i) 0 −γ−2I 0 0
C2(i)X(i) + D2(i)Y (i) 0 0 −I 0

S⊤
i (X) 0 0 0 −Xi











< 0,
(24)

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0, (25)

[

−Q1 N⊤

N −U

]

< 0, (26)

then the controller (6) is a mixed H2/H∞ controller satisfying the control objective (8).
The controller gain is given by K(rt) = Y (rt)X

−1(rt), for every mode rt ∈ S.

This theorem gives a procedure to design the mixed H2/H∞ controller for the nominal
class of systems we are dealing with. The optimization that we propose is a convex one
that we can solve using the existing tools like the one of Matlab or any equivalent one.

In the next subsection we will see how we can modify the results on this subsection
to handle the case of uncertain systems.

3.2 Uncertain system

Let us now assume that uncertainties are not equal to zero and suppose that they satisfy
the conditions (3). In this case the closed-loop dynamics becomes:



















ẋ(t) = AK(rt)x(t) + A1(rt, t)x(t − h(t)) + B1(rt)ω(t),

x(s) = φ(s),−τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(27)

where AK(rt) = A(rt, t)+B(rt, t)K(rt), C1K(rt) = C1(rt)+D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

If we apply the results of Theorem 3.1 to the uncertain system (27), we get:

[

J(rt, t) P (rt)A1(rt, t)
A⊤

1 (rt, t)P (rt) −(1 − β)Q

]

< 0
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with J(rt, t) = A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) +

N
∑

j=1

λrtjP (j) + Q + C⊤
1K(rt)C1K(rt).

This gives in turn the following:

J(rt, t) + (1 − β)−1P (rt)A1(rt, t)Q
−1A⊤

1 (rt, t)P (rt) < 0 (28)

since

A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) = A⊤

K(rt)P (rt) + P (rt)AK(rt)

+ 2P (rt)∆A(rt, t) + 2P (rt)∆B(rt, t)K(rt)

using Lemma 2.1, we get:

A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) ≤ A⊤

K(rt)P (rt) + P (rt)AK(rt)

+ εAP (rt)DA(rt)D
⊤
A(rt)P (rt) + ε−1

A E⊤
A (rt)EA(rt)

+ εBP (rt)DB(rt)D
⊤
B(rt)P (rt) + ε−1

B K⊤(rt)E
⊤
B (rt)EB(rt)K(rt).

For the term (1 − β)−1P (rt)A1(rt, t)Q
−1A⊤

1 (rt, t)P (rt) notice that using Lemma 2.2,
we have:

A1(rt, t)Q
−1A⊤

1 (rt, t) ≤ A1(rt)Q
−1A⊤

1 (rt) + A1(rt)Q
−1E⊤

A1
(rt)

×
(

εA1I − EA1(rt)Q
−1E⊤

A1
(rt)

)−1

EA1(rt)Q
−1A⊤

1 (rt) + εA1DA1(rt)D
⊤
A1

(rt)

which gives the following when we replace Q−1 by (1 − β)−1Q−1:

A1(rt, t)(1 − β)−1Q−1A⊤
1 (rt, t) ≤ A1(rt)(1 − β)−1Q−1A⊤

1 (rt)

+ A1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
(

εA1I − EA1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
)−1

× EA1(rt)(1 − β)−1Q−1A⊤
1 (rt) + εA1DA1(rt)D

⊤
A1

(rt).

Based on all these transformations the condition (28) becomes:

A⊤
K(rt)P (rt) + P (rt)AK(rt) + εAP (rt)DA(rt)D

⊤
A(rt)P (rt) + Q +

N
∑

j=1

λrtjP (j)

+ C⊤
1K(rt)C1K(rt) + ε−1

A E⊤
A (rt)EA(rt) + εBP (rt)DB(rt)D

⊤
B(rt)P (rt)

+ ε−1
B K⊤(rt)E

⊤
B (rt)EB(rt)K(rt) + P (rt)A1(rt)(1 − β)−1Q−1A⊤

1 (rt)P (rt)

+ P (rt)A1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
(

εA1I − EA1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
)−1

× EA1(rt)(1 − β)−1Q−1A⊤
1 (rt)P (rt) + εA1P (rt)DA1(rt)D

⊤
A1

(rt)P (rt) < 0.

In matrix form we get:













J̃3(rt) E⊤

A (rt) K⊤(rt)E
⊤

B (rt)
P (rt)A1(rt)Q

−1EA1(rt)

(1−β)
I C⊤

1K(rt)

EA(rt) εAI 0 0 0 0

EB(rt)K(rt) 0 εBI 0 0 0
E⊤

A1
(rt)Q

−1A⊤

1
(rt)P (rt)

(1−β)
0 0 −εA1I+

EA(rt)Q−1E⊤

A
(rt)

(1−β)
0 0

I 0 0 0 −Q−1 0

C1K(rt) 0 0 0 0 −I













< 0
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with

J̃3(rt) = A⊤
K(rt)P (rt) + P (rt)A

⊤
K(rt) +

N
∑

j=1

λrtjP (j)

+ εAP (rt)DA(rt)D
⊤
A(rt)P (rt) + εBP (rt)DB(rt)D

⊤
B(rt)P (rt)

× εA1P (rt)DA1(rt)D
⊤
A1(rt)P (rt) + (1 − β)−1P (rt)A1(rt)Q

−1A⊤
1 (rt)P (rt).

Now if we pre and post-multiplying the right hand side term by diag (X(i), I, I, I, I)
with X(i) = P−1(i) and by following the same steps as we followed to transform (13) in
LMI form, we get:























J3(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
C1(rt)X(rt) + D1(rt)Y (rt) 0 0 0

S⊤
rt

(X) 0 0 0

X(rt) Y ⊤(rt)D
⊤
1 (rt) + X(rt)C

⊤
1 (rt) Srt

(X)
0 0 0
0 0 0
0 0 0

−U 0 0
0 −I 0
0 0 −Xi



















< 0 (29)

with

J3(rt) = A(rt)X(rt) + X(rt)A
⊤(rt) + λrtrt

X(rt) + B(rt)Y (rt) + Y ⊤(rt)B
⊤(rt)

+ εADA(rt)D
⊤
A(rt) + εBDB(rt)D

⊤
B(rt) + εA1DA1(rt)D

⊤
A1(rt)

+ (1 − β)−1A1(rt)UA⊤
1 (rt).

If this condition is satisfied, we can easily prove following the steps of Theorem 3.1’s
proof that the system is stable under the control law (6) when the external disturbance
is equal to zero and that the H2 performance measure is bounded, i.e.:

‖z1‖ ≤

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

The following theorem summarizes the corresponding results.
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Theorem 3.4 Let the disturbance input be equal to zero, i.e. ω(t) = 0 for t ≥ 0.
The controller (6) is an H2 optimal controller satisfying the minimization of the H2

performance measure (7) if there exist symmetric and positive-definite matrices P =
(P (1), . . . , P (N)), Q and a matrix Y = (Y (1), . . . , Y (N)) that (29) holds for every
mode i ∈ S. The H2 performance measure is bounded by a positive scalar, i.e.:

JH2 ≤ J⋆ ∆
=

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

The controller gain K(i) = Y (i)X−1(i) for every i ∈ S.

When the external disturbance is not equal to zero we can easily follow the same step
as for Theorem 3.4 to establish the results of Theorem 3.5.

Theorem 3.5 Let γ be a given positive constant. The controller (6) will stabilize
the system and guarantee the disturbance rejection of level γ if there exist symmetric and
positive-definite matrices P = (P (1), . . . , P (N)), Q and positive constants εA, εB and
εA1 , and a matrix Y = (Y (1), . . . , Y (N)) such that the following holds for every i ∈ S:


























J5(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
B⊤(rt) 0 0 0

C2(rt)X(rt) + D2(rt)Y (rt) 0 0 0
S⊤

rt
(X) 0 0 0

X(rt) B1(rt) Y ⊤(rt)D
⊤
2 (rt) + X(rt)C

⊤
2 (rt) Srt

(X)
0 0 0 0
0 0 0 0
0 0 0 0

−U 0 0 0
0 −γ−2I 0 0
0 0 −I 0
0 0 0 −Xi























< 0 (30)

with

J5(i) = X(i)A⊤(i) + A(i)X(i) + Y ⊤(i)B⊤(i) + B(i)Y (i) + λiiX(i)

+ εADA(i)D⊤
A(i) + εBDB(i)D⊤

B(i) + εA1DA1(i)D
⊤
A1(i)

+ (1 − β)−1A1(i)UA⊤(i) + γ−2B1(i)B
⊤
1 (i).

In this case we have:

‖z2‖ =

[

γ2‖ω‖2 + x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

For the same reasons as before, if we combine the two previous theorems we get the
following one that gives the optimization that we could solve to get the controller gains
in each mode for the uncertain class of systems we are dealing with.
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Theorem 3.6 Let γ be a given positive constant. If there exist symmetric and
positive-definite matrices X = (X(1), . . . , X(N)), U and Q and positive scalars α, εA,
εB and εA1 , and a matrix Y = (Y (1), . . . , Y (N)), solution of the following optimization
problem:

min(α + tr (Q))

s.t :






















J4(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
C1(rt)X(rt) + D1(rt)Y (rt) 0 0 0

S⊤
rt

(X) 0 0 0

X(rt) Y ⊤(rt)D
⊤
1 (rt) + X(rt)C

⊤
1 (rt) Srt

(X)
0 0 0
0 0 0
0 0 0

−U 0 0
0 −I 0
0 0 −Xi



















< 0, (31)



























J5(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
B⊤(rt) 0 0 0

C2(rt)X(rt) + D2(rt)Y (rt) 0 0 0
S⊤

rt
(X) 0 0 0

X(rt) B1(rt) Y ⊤(rt)D
⊤
2 (rt) + X(rt)C

⊤
2 (rt) Srt

(X)
0 0 0 0
0 0 0 0
0 0 0 0

−U 0 0 0
0 −γ−2I 0 0
0 0 −I 0
0 0 0 −Xi























< 0, (32)

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0, (33)
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[

−Q N⊤

N −U

]

< 0, (34)

then the controller (6) is a mixed H2/H∞ controller satisfying the control objective (8).
The controller gain is given by K(rt) = Y (rt)X

−1(rt), for every mode rt ∈ S.

This theorem provides a procedure to design a memoryless state feedback controller
of the form (6) that stabilizes system (2) in the robust SS sense. The advantage of these
results is that we can use the LMI tools to solve it for any dynamical system of the class
we are considering in this paper.

4 Conclusion

This paper deals with the class of continuous-time linear systems with Markovian jumps
and time-delays. The time-delay is assumed to be time-varying. Results on stochastic
stabilizability and its robustness are developed. The LMI framework is used to establish
the different results on stabilizability. The conditions we developed can easily be solved
using any LMI toolbox like the one of Matlab or the one of Scilab. These results we can
be extended to other type of controller and also to the case where the time-delay is mode
dependent as it was developed in Boukas and Liu [17]. This will be the subject of our
future research.
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1 Introduction and Statement of Results

Let G ∈ C1(Rn,R) be a convex function, A, B ∈ C(R,Mn(R)) be periodic with minimal
period T (T > 0), B(t) be invertible for all t ∈ R and h = (f, g) ∈ C(R,Rn × R

n) be
T -periodic with mean value zero.

Let H(t, (r, p)) = G(A(t)r +B(t)p)+ ≺ h(t), (r, p) ≻, ∀ (r, p) ∈ Rn × Rn, ∀ t ∈ R.
In this paper we consider the Hamiltonian system of ordinary differential equations

u̇(t) = J∇H(t, u(t)), (Hh)

where ∇H is the first derivative of the Hamiltonian H with respect to (r, p) and J is the
standard symplectic (2n× 2n)-matrix

J =

(

0 −In
In 0

)

.

The motion of a relativist particle submitted to an electromagnetic field is governed
by a noncoercive Hamiltonian system. However, most of results proving the existence of
solutions to systems like (Hh) have been made use of a coercivity assumption on H , i.e.,

lim
|x|→+∞

H(t, x) = ∞, see for example [5, 8, 9, 12] and references therein.

c© 2003 Informath Publishing Group. All rights reserved. 139
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Timoumi investigates the case of non coercivity when H is convex (see [10, 11]). The
purpose of this paper is to improve and complete the results obtained in [10, 11] dealing
with this problem.

In the first theorem we establish the existence of subharmonic solutions, i.e., periodic
solutions with minimal period in the set {kT, k ∈ N, k ≥ 2} for the Hamiltonian system
of ordinary differential equations (H0).

The problem of search for subharmonics is classical, it has been dealt with using
various methods, especially index theories in different settings, see [3, 5, 6, 12].

In [10], Timoumi studied the question when the Hamiltonian has the form

H(t, (r, p)) = f(|p−A(t)r|),

where f : R+ → R+ such that:

∃λ, µ > 0/f(t) ≤ λt+ µ ∀ t ≥ 0

and the matrix A(t) satisfies

1. A∗(t) = −A(t) ∀ t ∈ R

2.
T
∫

0

A(t) dt 6= 0.

Here, we try to conserve the same results when the Hamiltonian is subquadratic and
A(t) belongs to a larger set of matrices.

Precisely, we assume

(H1) lim
|x|→+∞

G(x) = +∞;

(H2) lim
|x|→∞

G(x)
|x|2

= 0;

(H3) G
′ is one to one;

(H4) C0 =
T
∫

0

B−1(t)A(t) dt is non symmetric.

Theorem 1.1 Under the above assumptions, for all k ∈ N∗, (H0) possesses a kT
periodic solution uk = (rk, pk) satisfying

(i) lim
k→+∞

‖Ark +Bpk‖∞ = +∞.

(ii) The minimal period of uk is kT for any sufficiently large and prime integer k.

Corollary 1.1 Under the assumptions (H2), (H4) and

(H5) G is strictly convex;

(H6) lim
|x|→∞

G(x)
|x|

= +∞

the conclusion of Theorem 1.1 holds.

The second result concerns the forced case (h 6= 0), where h is interpreted as exterior
forcing term. Here we prove the existence of a non constant T-periodic solution for (Hh)
without the following assumption, needed in [11]

∀ r ∈ R
n\{0} t 7−→ A(t)r is non constant.

Assume that

(H7) G(x) > G(0), ∀x ∈ R
n\{0};

(H8) (B−1A)∗g 6= f .
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Theorem 1.2 Under assumptions (H1), (H2), (H7), (H8), the problem (Hh) pos-
sesses a non constant T -periodic solution.

Remark 1.1 The assumption (H8) is technical, it will be used only to guarantee the
non constancy of solution for (Hh).

2 Proof of Theorem 1.1

Proof of the first part:

We use the dual action of Clarke-Ekeland.
Denote H0(t, r, p) = G(A(t)r + B(t)p). H0 is convex with respect to (r, p) and its

Fenchel’s conjugate H∗
0 is given by

∀ (s, q) ∈ R
n × R

n, H∗
0 (t, s, q) =

{

G∗(B−1∗q) if s = (B−1A)∗q,

+∞ otherwise.

For all k ∈ N
∗ we consider the functional

Φk(w) =
1

2

kT
∫

0

≺ Jw, πw ≻ dt+

kT
∫

0

H∗
0 (t, w) dt

defined on the space

L2
0(0, kT,R

2n) =

{

w ∈ L2(0, kT,R2n)

/

kT
∫

0

w(t) dt = 0

}

,

where πw is the primitive of w with mean value zero.
Also, for all v ∈ L2

0(0, kT,R
n) we define

Ψk(v) =

kT
∫

0

≺ B−1Aπv, v ≻ dt+

kT
∫

0

G∗(B−1∗v) dt.

Obviously, we have Φk(w) = Ψk(v) for all w = ((B−1A)∗v, v) ∈ L2
0(0, kT,R

2n).
Hence, we use the functional Ψk on the space Ek = L2

0(0, kT,R
n).

For v ∈ Ek we set

g(v) =

kT
∫

0

G∗(B−1∗v) dt

and

Q(v) =

kT
∫

0

≺ B−1Aπv, v ≻ dt.
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Lemma 2.1 Ψk has a global minimum on Ek attained in v̄k.

Proof Using Wirtinger’s inequality, there exists a constant α0 > 0 such that

Q(v) ≥ −α0‖v‖
2
L2, ∀ v ∈ Ek. (1)

By (H2), for all α > 0 there exists β > 0 such that

G(x) ≤ α|x|2 + β, ∀x ∈ R
n (2)

and by going to the conjugate, we get

G∗(y) ≥
1

4α
|y|2 − β, ∀ y ∈ R

n

so

g(v) ≥
1

4α
‖B−1∗v‖2

L2 − βkT, ∀ v ∈ Ek. (3)

From (1) and (3) there exists a constant γ > 0 such that

Ψk(v) ≥ γ‖v‖2
L2 − βkT, ∀ v ∈ Ek. (4)

Let (vn) ∈ Ek be a minimizing sequence of Ψk. From (4), (vn) is bounded and since
Ek is reflexive, there exists a subsequence (vnj

) weakly convergent to v̄k.
Moreover, g is weakly lower semi-continuous, so

lim

kT
∫

0

G∗(B−1∗vnj
) dt ≥

kT
∫

0

G∗(B−1∗v̄k) dt.

Since the operator π is compact then

πvnj
−→ πv̄k

and so

lim
j→+∞

kT
∫

0

≺ B−1Aπvnj
, vnj

≻ dt =

kT
∫

0

≺ B−1Aπv̄k, v̄k ≻ dt.

Consequently
min
Ek

Ψk = Ψk(v̄k).

Lemma 2.2 For all v ∈ Ek on which g is finite we have

∂̄g(v) =
{

u ∈ L2(0, kT,Rn)/∃ ξ ∈ R
n : B(t)(u(t) + ξ) ∈ ∂G∗(B−1∗v) a.e.

}

,

where ∂̄g denotes the restriction of g on Ek.

Proof Let u ∈ L2(0, kT,Rn) and ξ ∈ Rn such that

B(t)(u(t) + ξ) ∈ ∂G∗(B−1∗v) a.e.
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so it’s easy to show that u ∈ ∂̄g(v).
Conversely, it’s clear that for v ∈ Ek

∂̄g(v) = ∂(g + δEk
)(v),

where

δEk
(v) =

{

0 if v ∈ Ek,

+∞ otherwise.

Since
∂g(v) = {u ∈ L2(0, kT,Rn)/B(t)u(t) ∈ ∂G∗(B−1∗v) a.e.}

and
∂δEk

= R
n

the result will be proved if
∂(g + δEk

) = ∂g + ∂δEk
.

The functionals g and δEk
are proper convex and l.s.c., it suffices to prove that the

inf-convolute g∗∇δ∗Ek
is exact (i.e., the infimum is attained).

Indeed, we have

(g∗∇δ∗Ek
)(v) = inf

x∈Rn

kT
∫

0

G(B(t)v +B(t)x) dt.

The function

F (x) =

kT
∫

0

G(B(t)v +B(t)x) dt, ∀x ∈ R
n

is continuous on Rn, so by (H1) and the fact that B(t) is invertible it’s clear that
lim

|x|→+∞
F (x) = +∞ and consequently F attains its minimum on Rn.

Conclusion of the first part:

Let v̄k ∈ Ek, where Ψk attains its minimum, we have

0 ∈ Q′(v̄k) + ∂̄g(v̄k)

which implies that
−Q′(v̄k) ∈ ∂̄g(v̄k).

By Lemma 2.2, there exists ξk ∈ Rn such that

B(−B−1Aπv̄k + π(B−1A)∗v̄k + ξk) ∈ ∂G∗(B−1∗v̄k) a.e.

Setting
rk = −πv̄k, pk = π(B−1A)∗v̄k + ξk, uk = (rk, pk). (5)

We get, by Fenchel’s reciprocity

B−1∗v̄k = ∇G(Ark +Bpk) (6)
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and














ṙk = −v̄k = −B∗∇G(Ark +Bpk) = −
∂H0

∂p
(t, uk(t))

ṗk = (B−1A)∗v̄k = A∗∇G(Ark +Bpk) =
∂H0

∂r
(t, uk(t)).

Therefore uk is a solution of (H0), moreover since v̄k ∈ Ek, rk is kT periodic.
In the other hand rk is C1 so ṙk is kT periodic. By (H3) and (6), we have

pk = B−1[∇G−1(−B−1∗ṙk) −Ark]

so pk is kT periodic and then uk is kT periodic.

Proof of the second part:

By (H1) and the convexity assumption of G there exist two constants m, M > 0 such
that

G(x) ≥ m|x| −M, ∀x ∈ R
n (7)

so for all y ∈ Rn such that |y| ≤ m we have

−G(0) ≤ G∗(y) ≤M. (8)

Let

q(t) = a cos

(

2π

kT
t

)

+ b sin

(

2π

kT
t

)

with any (a, b) ∈ R2n.
It’s clear that q ∈ Ek and a simple computation gives for all k ≥ 3

Q(q) =
k2T 2

4π
≺ (C0 − C∗

0 )a, b ≻ .

By the assumption (H4), we can choose (a, b) such that

{

≺ (C0 − C∗
0 )a, b ≻< 0

‖B−1∗q‖∞ ≤ m.
(9)

Setting δ = − T
4π

≺ (C0 − C∗
0 )a, b ≻, we have

Q(q) = −δTk2, with δ > 0 independent of k.

Now, by (8) and (9) we have

Ψk(v̄k) ≤ Ψk(q) ≤ −δTk2 +MkT, ∀ k ≥ 3 (10)

and
Q(v̄k) ≤ −δTk2 +MkT +G(0)kT ≤ 0 (11)

for all k ≥ k0 sufficiently large.
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In the other hand, by duality we have

G(Ark +Bpk) +G∗(B−1∗v̄k) =≺ Ark +Bpk, B
−1∗v̄k ≻

and by integration, we obtain

kT
∫

0

G(Ark +Bpk) dt+

kT
∫

0

G∗(B−1∗v̄k) dt = −2

kT
∫

0

≺ B−1Aπv̄k, v̄k ≻ dt.

Then it follows from (10) and (11) that

kT
∫

0

G(Ark +Bpk) dt = −Q(v̄k) − Ψk(v̄k) ≥ δTk2 −MkT, ∀ k ≥ k0

which gives

1

kT

kT
∫

0

G(Ark +Bpk) dt ≥ δk −M, ∀ k ≥ k0.

Hence by (2) we obtain

δk −M ≤
α

kT

kT
∫

0

|Ark + Bpk|
2dt+ β ≤ α‖Ark +Bpk‖

2
∞ + β, ∀ k ≥ k0

and consequently
lim

k→+∞
‖Ark +Bpk‖∞ = +∞.

To prove (ii) of Theorem 1.1, we need the following lemma:

Lemma 2.3 For all T -periodic solution u = (r, p) of (H0) we have

1.
T
∫

0

|u̇|2dt ≤ 2α(β+M)πT

π−αT
,

2. 1
T

T
∫

0

|Ar +Bp| dt ≤ (β+M)π
m(π−αT ) .

Proof By (H2) and (7), for all α ∈
]

0, π
T

[

there exists β > 0 only dependent on α

such that

−M ≤ H0(t, x) ≤
α

2
|x|2 + β, ∀x ∈ R

2n, ∀ t ∈ [0, T ].

A result of convex analysis gives

1

2α
|∇H0(t, x)|

2 ≤ ≺ ∇H0(t, x), x ≻ +β +M, ∀x ∈ R
2n.

It follows from (H0) that

1

2α

T
∫

0

|u̇|2dt+

T
∫

0

≺ Ju̇, u ≻ dt ≤ (β +M)T
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so
(

1

2α
−
T

2π

)

T
∫

0

|u̇|2dt ≤ (β +M)T

and therefore
T

∫

0

|u̇|2dt ≤
2α(β +M)πT

π − αT
. (12)

By convexity and (7), for all T -periodic solution u = (r, p) of (H0) we have

m

T
∫

0

|Ar +Bp| dt−MT ≤ TG(0) +
T

2π

T
∫

0

|u̇|2dt. (13)

By (12) and (13), we deduce the desired result.
Now, we shall prove that the minimal period of uk tends to +∞ as k tends to +∞. If

not, there exists τ > 0 and a subsequence (kn) such that the minimal period Tkn
of ukn

satisfies Tkn
≤ τ , ∀n ∈ N. By Lemma 2.3, with T replaced by Tkn

, we get

Tkn
∫

0

|u̇kn
|2dt ≤

2α(β +M)πTkn

π − αTkn

≤
2α(β +M)πτ

π − ατ
(14)

and

1

Tkn

Tkn
∫

0

|Arkn
+Bpkn

| dt ≤
π(β +M)

m(π − ατ)
. (15)

Writing uk = ūk + ũk with ūk = 1
Tk

Tk
∫

0

uk(t) dt.

By Sobolev’s inequality and (14), we obtain

‖ũkn
‖2
∞ ≤

τ

12

(

2α(β +M)πτ

π − ατ

)

thus ‖ũkn
‖∞ is bounded. By (5) we have

ūkn
= (r̄kn

, p̄kn
) = (0, ξkn

).

Since ‖ukn
‖∞ −→ +∞ and ‖ũkn

‖∞ is bounded so |ξkn
| −→ +∞.

In the other hand, by (15) we deduce that

1

T

T
∫

0

|B(t)ξkn
| dt =

1

Tkn

Tkn
∫

0

|A(t)r̄kn
+B(t)p̄kn

| dt

is bounded, but this is in contradiction with the fact that

|B(t)ξkn
| −→ +∞, ∀ t ∈ [0, T ].
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Then, the minimal period Tk of uk tends to +∞ as k tends to +∞ and so for sufficiently
large prime integer k, the minimal period of uk is kT .

3 Proof of Theorem 1.2

We consider the functional Φ defined on the space L2
0 = L2

0(0, T,R
2n) by

Φ(w) =
1

2

T
∫

0

≺ Jw, πw ≻ dt+

T
∫

0

H∗
0 (t, w − h) dt.

Let for w ∈ L2
0

Q(w) =
1

2

T
∫

0

≺ Jw, πw ≻ dt and ψ(w) =

T
∫

0

H∗
0 (t, w − h) dt.

We follow the same ideas of the proof of Theorem 1.1.

Lemma 3.1 Φ achieves its minimum over L2
0 in v̄.

Proof By (H2), for all α ∈]0, 2π
T

[ there exists β > 0 such that

H0(t, x) ≤
α

2
|x|2 + β, ∀x ∈ R

2n, ∀ t ∈ [0, T ],

and by going to the conjugate, we get

H∗
0 (t, y) ≥

1

2α
|y|2 − β, ∀ y ∈ R

2n, ∀ t ∈ [0, T ]

so
T

∫

0

H∗
0 (t, w) dt ≥

1

2α
‖w‖2

L2 − βT, ∀w ∈ L2
0.

Moreover, by Wirtinger’s inequality, we get for all w ∈ L2
0

Φ(w) ≥
1

2

(

1

α
−

T

2π

)

‖w‖2
L2 +

1

2α
‖h‖2

L2 −
1

α
‖w‖L2‖h‖L2 − βT. (16)

Let (vn) ∈ L2
0 be a minimizing sequence of Φ. From (16), (vn) is bounded and since L2

0

is reflexive, there exists a subsequence (vnk
) weakly convergent to v̄.

Moreover, ψ is weakly l.s.c., so

lim

T
∫

0

H∗
0 (t, vnk

− h) dt ≥

T
∫

0

H∗
0 (t, v̄ − h) dt

and

lim
k→+∞

T
∫

0

≺ Jvnk
, πvnk

≻ dt =

T
∫

0

≺ Jv̄, πv̄ ≻ dt.

Consequently
min
L2

0

Φ = Φ(v̄).
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Lemma 3.2 For every v ∈ L2
0 on which ψ is finite, we have

∂̄ψ(v) =
{

u ∈ L2/∃ξ ∈ R
2n : u(t) + ξ ∈ ∂H∗

0 (t, v(t) − h(t)) a.e.
}

.

Proof Let I(v) =
T
∫

0

H∗
0 (t, v) dt, ∀ v ∈ L2, then ψ(v) = I(v − h).

For u, v ∈ L2
0 and ξ ∈ R

2n such that

u(t) + ξ ∈ ∂H∗
0 (t, v(t)) a.e.,

we can prove easily that u ∈ ∂̄I(v).
Conversely, it’s clear that for v ∈ L2

0 we have

∂̄I(v) = ∂(I + δL2
0
)(v),

where

δL2
0
(v) =

{

0 if v ∈ L2
0,

+∞ otherwise.

Arguing as in proof of Lemma 2.2, it suffices to prove that the inf-convolution I∗∇δ∗
L2

0
is

exact.

In fact, for u = (r, p) ∈ L2 we have

(I∗∇δ∗L2
0
)(u) = inf

x∈R2n

T
∫

0

H0(t, u(t) + x) dt

= inf
(a,b)∈R2n

T
∫

0

G[A(t)r +B(t)p+A(t)a+B(t)b] dt.

We need the following lemma:

Lemma 3.3 The function

F (a, b) =

T
∫

0

G(A(t)r +B(t)p+A(t)a+B(t)b) dt, ∀ (a, b) ∈ R
2n

attains its minimum on R2n.

Proof Let

E =
{

a ∈ R
n/B−1(t)A(t)a = B−1(0)A(0)a, ∀ 0 ≤ t ≤ T

}

,

E is a linear subspace of Rn, so for all a ∈ Rn there exists a0 ∈ Rn such that a−a0 ∈ E⊥.
Notice that

F (a, b) = F (a− a0, b+B−1A(0)a0) ∈ F (E⊥ × R
n)
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so
inf
R2n

F = inf
E⊥×Rn

F.

Arguing by contradiction, we suppose that inf
E⊥×Rn

F is not attained so there exists a

sequence (an, bn) ∈ E⊥ × Rn such that

lim
n→+∞

(a2
n + b2n) = +∞ and lim

n→+∞
F (an, bn) = inf F.

It follows that

lim
n→+∞

F (an, bn)
√

a2
n + b2n

= 0.

In the other hand, by convexity of G, we have for n large enough

T
∫

0

G

(

A(t)r +B(t)p+A(t)an +B(t)bn
√

a2
n + b2n

)

dt ≤
F (an, bn)
√

a2
n + b2n

+

(

1 −
1

√

a2
n + b2n

)

G(0)T.

The sequence
(

an
√

a2
n + b2n

,
bn

√

a2
n + b2n

)

∈ E⊥ × R
n

is bounded, then by going to the limit in the above inequality through a subsequence,
we obtain

T
∫

0

G(A(t)a+B(t)b) dt ≤ G(0)T

for some (a, b) ∈ E⊥ × Rn such that a2 + b2 = 1. Then

T
∫

0

[G(A(t)a +B(t)b) −G(0)] dt ≤ 0

and by (H7) we obtain
A(t)a+B(t)b = 0, ∀ t ∈ [0, T ]

which is equivalent to
B−1(t)A(t)a + b = 0, ∀ t ∈ [0, T ],

but this is in contradiction with a ∈ E⊥ and a2 + b2 = 1.

Conclusion of the proof

Let v̄ ∈ L2
0 where Φ attains its minimum so

0 ∈ Jπv̄ + ∂̄ψ(v̄).

By Lemma 3.2, there exists ξ ∈ R2n such that

Jπv̄ + ξ ∈ ∂H∗
0 (t, v̄(t) − h(t)) a.e.
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Let u = Jπv̄ + ξ, by Fenchel’s reciprocity, we get

u̇ = Jv̄ = J∇H(t, u(t))

and it’s clear that u(0) = u(T ).
It remains to prove that u is not constant.
Setting u = (r, p), (Hh) is equivalent to

u̇(t) =





ṙ

ṗ



 = J









A∗

B∗



∇G(Ar +Bp) +





f

g









but u̇ = 0 gives

−





f

g



 =





A∗

B∗



∇G(Ar +Bp)

and then (B−1A)∗g = f , which is in contradiction with the assumption (H8).
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Bulletin de la classe des sciences 5eme série, Tome L XXV, No. 12, 1989.
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1 Preliminaries

Let K(Rn)(Kc(R
n)) denote the collection of all nonempty, compact (compact, convex)

subsets of Rn. Define the Hausdorff metric

D[A, B] = max
[

sup
x∈B

d(x, A), sup
y∈A

d(y, B)
]

, (1.1)

where d[x, A] = inf[d(x, y) : y ∈ A], A, B are bounded sets in Rn. We note that K(Rn),
(Kc(R

n)), with the metric is a complete metric space.
It is known that if the space Kc(R

n) is equipped with the natural algebraic operations
of addition and nonnegative scalar multiplication, then Kc(R

n) becomes a semilinear
metric space which can be embedded as a complete cone into a corresponding Banach
space [1, 9].

The Hausdorff metric (1.1) satisfies the following properties.

D[A + C, B + C] = D[A, B] and D[A, B] = D[B, A], (1.2)

D[λA, λB] = λD[A, B], (1.3)

D[A, B] ≤ D[A, C] + D[C, B], (1.4)

for all A, B, C ∈ Kc(R
n) and λ ∈ R+.

c© 2003 Informath Publishing Group. All rights reserved. 151
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Let A, B ∈ Kc(R
n). The set C ∈ Kc(R

n) satisfying A = B + C is known as the
geometric difference of the sets A and B and is denoted by the symbol A − B. We say
that the mapping F : I → Kc(R

n) has a Hukuhara derivative DHF (t0) at a point t0 ∈ I,
if there exists an element DHF (t0) ∈ Kc(R

n) such that the limits

lim
h→0+

F (t0 + h) − F (t0)

h
, and lim

h→0+

F (t0) − F (t0 − h)

h

exist in the topology of Kc(R
n) and are equal to DHF (t0). Here I is any interval in R.

By embedding Kc(R
n) as a complete cone in a corresponding Banach space and taking

into account the result on differentiation of Bochner integral, we find that if

F (t) = X0 +

t
∫

0

Φ(s) ds, X0 ∈ Kc(R
n), (1.5)

where Φ: I → Kc(R
n) is integrable in the sense of Bochner, then DHF (t) exists and the

equality
DHF (t) = Φ(t), a.e on I, (1.6)

holds. Also, the Hukuhara integral

∫

I

F (s) ds =

[
∫

I

f(s) ds : f is a continuous selector of F

]

,

for any compact set I ⊂ R+. With these preliminaries, we consider the set differential
equation

DHU = F (t, U), U(t0) = U0 ∈ Kc(R
n), t0 ≥ 0, (1.7)

where F ∈ C[R+ × Kc(R
n), Kc(R

n)].
The mapping U ∈ C1[J, Kc(R

n)], J = [t0, t0 + a] is said to be a solution of (1.7) on J
if it satisfies (1.7) on J . Since U(t) is continuously differentiable, we have

U(t) = U0 +

t
∫

t0

DHU(s) ds, t ∈ J. (1.8)

Thus we associate with the initial value problem (IVP) (1.7) the following

U(t) = U0 +

t
∫

t0

F (s, U(s)) ds, t ∈ J, (1.9)

where the integral is the Hukuhara integral. Observe also that U(t) is a solution of
(1.7) iff it satisfies (1.9) on J . The investigation of set differential equation (1.7) as an
independent subject has some advantages. For example, when U(t) is a singlevalued
mapping, it is easy to see that Hukuhara derivative and the integral reduce to the ordi-
nary vector derivative and the integral, and therefore, the results obtained in this new
framework of (1.7) become the corresponding results of ordinary differential systems.
Also, we have only semilinear complete metric space to work with, in the present setup,
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compared to the complete normed linear space one employs in the study of ordinary
differential systems. Furthermore, set differential equations, that are generated by mul-
tivalued differential inclusions, when the multivalued functions involved do not possess
convex values, can be used as a tool for studying multivalued differential inclusions. See
Tolstonogov [9]. Moreover one can utilize set differential equations of the type (1.7) to
investigate profitably fuzzy differential equations, since the original formulation of which
suffers from grave disadvantages and does not reflect the rich behavior of corresponding
differential equations without fuzziness [2, 3, 6]. This is due to the fact that the diameter
of any solution of fuzzy differential equation increases as time increases because of the
necessity of the fuzzification of the derivative involved.

It is well known that the ideas embedded in the interesting and fruitful method of
monotone iterative technique have proved to be of immense value and have played a
crucial role in unifying a wide variety of nonlinear problems [4]. In this paper, we shall
develop this technique to set differential equations (1.7) in a unified way following the
work in [5]. In [7], we initiated the study of set differential equations of the type (1.7) as
an independent subject and in [8] an interconnection between fuzzy differential equations
and set differential equation is investigated.

2 Comparison Results

Let us introduce a partial ordering in the metric space (Kc(R
n), D) which is needed in

order to prove a basic comparison result that is required for our discussion.
We denote by K(K0) the subfamily of Kc(R

n) consisting of sets X ∈ Kc(R
n) such

that any x ∈ X is a nonnegative (positive) vector of n-components satisfying xi ≥ 0
(xi > 0) for i = 1, 2, ..., n. Thus K is a cone in Kc(R

n) and K0 is the nonempty interior
of K. We can therefore induce a partial ordering in Kc(R

n). See [1] for this approach.

Definition 2.1 For any X and Y ∈ Kc(R
n), if there exists a Z ∈ Kc(R

n) such that
Z ∈ K(K0) and

X = Y + Z,

then we write X ≥ Y (X > Y ) respectively. Similarly, one can define X ≤ Y (X < Y ).

We can now prove the following basic result on set differential inequalities.

Theorem 2.1 Assume that

(i) V, W ∈ C1[R+, Kc(R
n)], F ∈ C[R+ × Kc(R

n), Kc(R
n)], F (t, X) is monotone

nondecreasing in X for each t ∈ R+ and

DHV ≤ F (t, V ), DHW ≥ F (t, W ), t ∈ R+;

(ii) for any X, Y ∈ Kc(R
n) such that X ≥ Y , t ∈ R+,

F (t, X) ≤ F (t, Y ) + L(X − Y )

for some L > 0.

Then V (t0) ≤ W (t0) implies

V (t) ≤ W (t), t ≥ t0. (2.1)
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Proof Let ǫ = (ǫ1, ǫ2, . . . , ǫn) > 0 and define W̃ = W + ǫe2Lt. Since V (t0) ≤ W (t0) <

W̃ (t0), it is enough to prove that

V (t) < W̃ (t), t ≥ t0, (2.2)

to prove the conclusion (2.1) in view of the fact ǫ > 0 is arbitrary.

Let t1 > 0 be the supremum of all positive numbers δ > 0 such that V (t0) < W̃ (t0)

implies V (t) < W̃ (t) on [t0, δ]. It is clear that t1 > t0 and V (t1) ≤ W̃ (t1). From this
follows, using the nondecreasing nature of F and condition (ii), that

DHV (t1) ≤ F (t1, V (t1)) ≤ F (t1, W̃ (t1)) ≤ F (t1, W (t1)) + L(W̃ − W )

≤ DHW (t1) + L ∈ e2Lt1 < DHW (t1) + 2L ∈ e2Lt1 = DHW̃ (t1).

Consequently, it follows that there exists an η > 0 satisfying

V (t) − W̃ (t) > V (t1) − W̃ (t1), t1 − η < t < t1.

This implies that t1 > t0 cannot be the supremum in view of the continuity of the
functions involved and therefore the relation (2.2) is true, which, in turn, leads to the
conclusion (2.1). The proof is complete.

The following corollary is useful.

Corollary 2.1 Let V, W ∈ C1[R+, Kc(R
n)], σ ∈ C[R+, Kc(R

n)]. Suppose that

DHV ≤ σ, DHW ≥ σ for t ≥ t0.

Then V (t) ≤ W (t), t ≥ t0, provided V (t0) ≤ W (t0).

3 Monotone Flows

In this section, we shall consider the following set differential equation

DHU = F (t, U) + G(t, U), U(0) = U0 ∈ Kc(R
n), (3.1)

where F, G ∈ C[J × Kc(R
n), Kc(R

n)] and J = [0, T ]. We need the following definition
which gives various possible notions of lower and upper solutions relative to (3.1).

Definition 3.1 Let V, W ∈ C1[J, Kc(R
n)]. Then V , W are said to be

(a) natural lower and upper solutions of (3.1) if

DHV ≤ F (t, V ) + G(t, V ), DHW ≥ F (t, W ) + G(t, W ), t ∈ J ; (3.2)

(b) coupled lower and upper solutions of type I of (3.1) if

DHV ≤ F (t, V ) + G(t, W ), DHW ≥ F (t, W ) + G(t, V ), t ∈ J ; (3.3)

(c) coupled lower and upper solutions of type II of (3.1) if

DHV ≤ F (t, W ) + G(t, V ), DHW ≥ F (t, V ) + G(t, W ), t ∈ J ; (3.4)

(d) coupled lower and upper solutions of type III of (3.1) if

DHV ≤ F (t, W ) + G(t, W ), DHW ≥ F (t, V ) + G(t, V ), t ∈ J. (3.5)

We observe that whenever we have V (t) ≤ W (t), t ∈ J , if F (t, X) is nondecreasing in
X for each t ∈ J and G(t, Y ) is nonincreasing in Y for each t ∈ J , the lower and upper
solutions defined by (3.2) and (3.5) reduce to (3.4) and consequently, it is sufficient to
investigate the cases (3.3) and (3.4).

We are now in a position to prove the following result.
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Theorem 3.1 Assume that

(A1) V, W ∈ C1[J, Kc(R
n)] are coupled lower and upper solutions of type I relative to

(3.1) with V (t) ≤ W (t), t ∈ J ;
(A2) F, G ∈ C[J × Kc(R

n), Kc(R
n)], F (t, X) is nondecreasing in X and G(t, Y ) is

nonincreasing in Y , for each t ∈ J .

Then there exist monotone sequences {Vn(t)}, {Wn(t)} ∈ Kc(R
n) such that Vn(t) → ρ(t),

Wn(t) → R(t) in Kc(R
n) and (ρ, R) are the coupled minimal and maximal solutions of

(3.1) respectively, that is, they satisfy

DHρ = F (t, ρ) + G(t, R), ρ(0) = U0,

DHR = F (t, R) + G(t, ρ), R(0) = U0, on J.

Proof For each n ≥ 0, define the unique solutions Vn+1(t), Wn+1(t) by

DHVn+1 = F (t, Vn) + G(t, Wn), Vn+1(0) = U0, (3.6)

DHWn+1 = F (t, Wn) + G(t, Vn), Wn+1(0) = U0, t ∈ J, (3.7)

where V (0) ≤ U0 ≤ W (0). We set V0 = V , W0 = W . Our aim is to prove

V0 ≤ V1 ≤ V2 ≤ · · · ≤ Vn ≤ Wn ≤ · · · ≤ W2 ≤ W1 ≤ W0, t ∈ J. (3.8)

Since V0 is the coupled lower solutions of type I of (3.1), we have using the fact
V0 ≤ W0 and the nondecreasing character of F ,

DHV0 ≤ F (t, V0) + G(t, W0).

Also from (3.6), we get for n = 0,

DHV1 = F (t, V0) + G(t, W0).

Consequently, we arrive at V0 ≤ V1 on J . A similar argument shows that W1 ≤ W0 on
J . We next prove V1 ≤ W1 on J . For this purpose consider

DHV1 = F (t, V0) + G(t, W0) and

DHW1 = F (t, W0) + G(t, V0), V1(0) = W1(0) = U0.

Then, the monotone nature of F and G respectively yield

DHV1 ≤ F (t, W0) + G(t, W0), DHW1 ≥ F (t, W0) + G(t, W0), t ∈ J.

We therefore have, by Corollary 2.1, V1 ≤ W1 on J . As a result, we obtain

V0 ≤ V1 ≤ W1 ≤ W0 on J. (3.9)

Assume that for some j > 1, we have

Vj−1 ≤ Vj ≤ Wj ≤ Wj−1 on J. (3.10)
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Then we show that
Vj ≤ Vj+1 ≤ Wj+1 ≤ Wj on J. (3.11)

To do this, consider

DHVj = F (t, Vj−1) + G(t, Wj−1), Vj(0) = U0,

DHVj+1 = F (t, Vj) + G(t, Wj) ≥ F (t, Vj−1) + G(t, Wj−1), t ∈ J.

Here we have employed (3.10) and the monotone nature of F and G. Corollary 2.1 now
gives Vj ≤ Vj+1 on J . Similarly, we can get Wj+1 ≤ Wj on J . Next we show that
Vj+1 ≤ Wj+1, t ∈ J . We have from (3.6) and (3.7)

DHVj+1 = F (t, Vj) + G(t, Wj), Vj+1(0) = U0,

DHWj+1 = F (t, Wj) + G(t, Vj), Wj+1(0) = U0, t ∈ J.

Using (3.10) and the monotone character of F and G, we arrive at

DHVj+1 ≤ F (t, Wj) + G(t, Wj),

DHWj+1 ≥ F (t, Wj) + G(t, Wj), t ∈ J,

and therefore Corollary 2.1 implies that Vj+1 ≤ Wj+1, t ∈ J . Hence (3.11) follows and
consequently, by induction (3.8) is valid for all n. Clearly the sequences {Vn}, {Wn} are
uniformly bounded on J . To show that they are equicontinuous, consider for any s < t,
where t, s ∈ J ,

D[Vn(t), Vn(s)] = D

[

U0 +

t
∫

0

{F (ξ, Vn−1(ξ)) + G(ξ, Wn−1(ξ))} dξ,

U0 +

s
∫

0

{F (ξ, Vn−1(ξ)) + G(ξ, Wn−1(ξ))} dξ

]

= D

[

t
∫

0

{F (ξ, Vn−1(ξ)) + G(ξ, Wn−1(ξ)} dξ,

s
∫

0

{F (ξ, Vn−1(ξ) + G(ξ, Wn−1(ξ))} dξ

]

≤

t
∫

s

D[F (ξ, Vn−1(ξ)) + G(ξ, Wn−1(ξ)), θ] dξ ≤ M |t − s|.

Here we have utilized the properties of integral and the metric D, together with the
fact F + G are bounded since {Vn}, {Wn} are uniformly bounded. Hence {Vn(t)} is
equicontinuous on J . The corresponding Ascoli’s Theorem [9] now gives a subsequence
{Vnk

(t)} which converges uniformly to ρ(t) ∈ Kc(R
n), t ∈ J , and since {Vn(t)} is mono-

tone nondecreasing sequence, the entire sequence {Vn(t)} converges uniformly to ρ(t) on
J . Similar arguments apply to the sequence {Wn(t)} and Wn(t) → R(t) uniformly on J .
It therefore follows, using the integral representations of (3.6) and (3.7) that ρ(t), R(t)
satisfy

[

DHρ(t) = F (t, ρ(t)) + G(t, R(t)), ρ(0) = U0,

DHR(t) = F (t, R(t)) + G(t, ρ(t)), R(0) = U0, t ∈ J,
(3.12)
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and that
V0 ≤ ρ ≤ R ≤ W0, t ∈ J. (3.13)

Next we claim that (ρ, R) are coupled minimal and maximal solution of (3.1), that is,
if U(t) is any solution of (3.1) such that

V0 ≤ U ≤ W0, t ∈ J, (3.14)

then
V0 ≤ ρ ≤ U ≤ R ≤ V0, t ∈ J. (3.15)

Suppose that for some n,
Vn ≤ U ≤ Wn on J. (3.16)

Then we have using monotone nature of F , G and (3.16),

DHU = F (t, U) + G(t, U) ≥ F (t, Vn) + G(t, Wn), U(0) = U0,

DHVn+1 = F (t, Vn) + G(t, Wn), Vn+1(0) = U0.

Corollary 2.1 yields Vn+1 ≤ U on J . Similarly Wn+1 ≥ U on J . Hence by induction
(3.16) is true for all n ≥ 1. Now taking limit as n → ∞, we get (3.15) proving the claim.
The proof is therefore complete.

Corollary 3.1 If, in addition to the assumptions of Theorem 3.1, F and G satisfy
whenever X ≥ Y , X, Y ∈ Kc(R

n),

F (t, X) ≤ F (t, Y ) + N1(X − Y )

and
G(t, X) + N2(X − Y ) ≥ G(t, Y ),

where N1, N2 > 0. Then ρ = R = U is the unique solution of (3.1).

Proof Since ρ ≤ R on J , it is enough to prove that R ≤ ρ on J . We know that

DHρ = F (t, ρ) + G(t, R), ρ(0) = U0,

DHR = F (t, R) + G(t, ρ), R(0) = U0, t ∈ J.

Using the assumptions, we then get

DH(R − ρ) ≤ (N1 + N2)(R − ρ),

which leads to by Theorem 2.1, R ≤ ρ on J , proving the claimed uniqueness of ρ = R = U ,
completing the proof.

Several remarks are now in order.

Remark 3.1

(1) In Theorem 3.1, if G(t, Y ) ≡ 0, then we get a result when F is nondecreasing.

(2) In (1) above, suppose that F is not nondecreasing but F̃ (t, X) = F (t, X) + MX
is nondecreasing in X for each t ∈ J , for some M > 0, then one can consider
the IVP

DHU + MU = F̃ (t, U), U(0) = U0,
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where F̃ (t, X) = F (t, X) + MX to obtain the same conclusion as in (1). To see

this, use the transformation Ũ = UeMt so that

DH Ũ = [DHU + MU ]eMt = F̃ (t, Ũe−Mt)eMt ≡ F0(t, Ũ),

Ũ(0) = U0.
(3.17)

Clearly (3.17) has Ṽ = V eMt as a lower solution and W̃ = WeMt as an upper
solution and therefore we have the same conclusion as in (1).

(3) If f(t, X) ≡ 0 in Theorem 3.1, then we obtain the result for G nonincreasing.

(4) If in (3) above, G is not monotone but G̃(t, Y ) = G(t, Y ) − MY , M > 0 is
nonincreasing in Y for each t ∈ J , then one can consider the IVP

DHU − MU = G̃(t, U), U(0) = U0.

The transformation Ũ = Ue−Mt gives the IVP

DH Ũ = G0(t, Ũ), Ũ(0) = U0, (3.18)

where G0(t, Ũ) = G̃(t, ŨeMt)e−Mt. In this case, we need to assume that (3.18)
has coupled lower and upper solutions of (3.18) to get the same conclusion as
in (3).

(5) Suppose that in Theorem 3.1, G(t, Y ) is nonincreasing in Y and F (t, X) is not

monotone but F̃ (t, X) = F (t, X)+ MX , M > 0 is nondecreasing in X . Then we
consider the IVP

DHU + MU = F̃ (t, U) + G(t, U), U(0) = U0. (3.19)

The transformation as in (2) yields the conclusion by Theorem 3.1 in this case as
well.

(6) If F in Theorem 3.1 is nondecreasing and G is not monotone but G̃0(t, Y ) =
G(t, Y ) − MY , M > 0 is nonincreasing in Y for each t ∈ J , then we consider
the IVP

DHU − MU = F (t, U) + G̃(t, U), U(0) = U0,

and employ the same transformation as in (4) to obtain

DH Ũ = F0(t, Ũ) + G0(t, Ũ), Ũ(0) = U0, (3.20)

where F0(t, Ũ) = F (t, ŨeMt)e−Mt and G0(t, Ũ) = G̃(t, ŨeMt)e−Mt. If we as-
sume that (3.20) has coupled lower and upper solutions of type I then we get by
Theorem 3.1 the same result in this case also.

(7) If both F and G are not monotone in Theorem 3.1 but F̃ (t, X) = F (t, X)+MX ,

M > 0, G̃(t, Y ) = G(t, Y ) − NY , N > 0 are nondecreasing and nonincreasing
respectively, then we consider the IVP

DHU + (M − N)U = F̃ (t, U) + G̃(t, U), U(0) = U0,

one can utilize a similar transformation to obtain

DH Ũ = F0(t, Ũ) + G0(t, Ũ), Ũ(0) = U0, (3.20∗)

where F0, G0 are defined suitably as before. Assuming that (3.20∗) has coupled
lower and upper solutions of type I, one gets the same conclusion by Theorem 3.1.
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Let us next consider utilizing the coupled lower and upper solutions of type II. In
this case, we don’t need to assume the existence of coupled lower and upper solutions of
type II of (3.1) since one can construct them under the given assumptions. However, we
have to pay a price to get monotone flows, by assuming certain conditions on the second
iterates. Also, we get alternative sequences which are monotone but complicated.

Theorem 3.2 Assume that (A2) of Theorem 3.1 holds. Then for any solution U(t)
of (3.1) with V0 ≤ U ≤ W0 on J , we have the iterates {Vn}, {Wn} satisfying

V0 ≤ V2 ≤ · · · ≤ V2n ≤ U ≤ V2n+1 ≤ · · · ≤ V3 ≤ V1 on J, (3.21)

W1 ≤ W3 ≤ · · · ≤ W2n+1 ≤ U ≤ W2n ≤ · · · ≤ W2 ≤ W0 on J, (3.22)

Provided V0 ≤ V2, W2 ≤ W0 on J , where the iterative schemes are given by

DHVn+1 = F (t, Wn) + G(t, Vn), Vn+1(0) = U0, (3.23)

DHWn+1 = F (t, Vn) + G(t, Wn), Wn+1(0) = U0, on J. (3.24)

Moreover, the monotone sequences {V2n}, {V2n+1}, {W2n}, {W2n+1} ∈ Kc(R
n) converge

to ρ, R, ρ∗, R∗ in Kc(R
n) respectively and verify

DHR = F (t, R∗) + G(t, ρ), R(0) = U0,

DHρ = F (t, ρ∗) + G(t, R), ρ(0) = U0,

DHR∗ = F (t, R) + G(t, ρ∗), R∗(0) = U0,

DHρ∗ = F (t, ρ) + G(t, R∗), ρ∗(0) = U0, on J.

Proof We shall first show that coupled lower and upper solutions V0, W0 of type II
of (3.1) exist on J satisfying V0 ≤ W0 on J . For this purpose, consider the IVP

DHZ = F (t, θ) + G(t, θ), Z(0) = U0. (3.25)

Let Z(t) be the unique solution of (3.25) which exists on J . Define V0, W0 by

R0 + V0 = Z and W0 = Z + R0,

where the positive vector R0 = (R01, R02, . . . , R0n) is chosen sufficiently large so that we
have V0 ≤ θ ≤ W0 on J . Then using the monotone character of F and G, we arrive at

DHV0 = DHZ = F (t, θ) + G(t, θ) ≤ F (t, W0) + G(t, V0),

V0(0) = Z(0) − R0 ≤ Z(0) = U0.

Similarly, DHW0 ≥ F (t, V0)+G(t, W0), W0(0) ≥ U0. Thus V0, W0 are the coupled lower
and upper solutions of type II of (3.1).

Let U(t) be any solution of (3.1) such that V0 ≤ U ≤ W0 on J . We shall show that

V0 ≤ V2 ≤ U ≤ V3 ≤ V1,

W1 ≤ W3 ≤ U ≤ W2 ≤ W0 on J.
(3.26)
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Since U is a solution of (3.1), we have using the monotone character of F and G and the
fact V0 ≤ U ≤ W0,

DHU = F (t, U) + G(t, U) ≤ F (t, W0) + G(t, V0), U(0) = U0,

and V1 satisfies

DHV1 = F (t, W0) + G(t, V0), V1(0) = U0, on J. (3.27)

Hence Corollary 2.1 yields U ≤ V1 on J . Similarly, W1 ≤ U on J . Next we show that
V2 ≤ U on J . Note that

DHV2 = F (t, W1) + G(t, V1), V2(0) = U0,

and because of monotonicity of F and G, we get

DHU = F (t, U) + G(t, U) ≥ F (t, W1) + G(t, V1), U(0) = U0 on J.

Corollary 2.1 therefore gives V2 ≤ U on J . A similar argument shows that U ≤ W2 on
J . Next we find utilizing the assumption V0 ≤ V2, W2 ≤ W0 on J and monotonicity of
F and G,

DHV3 = F (t, W2) + G(t, V2) ≤ F (t, W0) + G(t, V0), V3(0) = U0 on J.

This together with (3.27) shows by Corollary 2.1 that V3 ≤ V1, on J . In the same way
one can show that W1 ≤ W3 on J . Also, employing a similar reasoning, one can prove
that U ≤ V3 and W3 ≤ U on J , proving the relations (3.26).

Now assuming for some n > 2, the inequalities

V2n−4 ≤ V2n−2 ≤ U ≤ V2n−1 ≤ V2n−3,

W2n−3 ≤ W2n−1 ≤ U ≤ W2n−2 ≤ W2n−4, on J,

to hold, it can be shown, employing similar arguments that

V2n−2 ≤ V2n ≤ U ≤ V2n+1 ≤ V2n−1,

W2n−1 ≤ W2n+1 ≤ U ≤ W2n ≤ W2n−2, on J.

Thus by induction (3.21) and (3.22) are valid for all n = 0, 1, 2, . . . .
Since Vn, Wn ∈ Kc(R

n) for all n, employing a similar reasoning as in Theorem 3.1,
we conclude that the limits

lim
n→∞

V2n = ρ, lim
n→∞

V2n+1 = R,

lim
n→∞

Wn+1 = ρ∗, lim
n→∞

W2n = R∗,

exist, in Kc(R
n), uniformly on J . It therefore follows using the integral representations

(3.23) and (3.24) suitably that ρ, ρ∗, R, R∗ satisfy corresponding set differential equations
given in Theorem 3.2 on J . Also, from (3.21)and (3.22), we arrive at

ρ ≤ U ≤ R, ρ∗ ≤ U ≤ R∗ on J.

The proof is therefore complete.
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Corollary 3.2 Under the assumptions of Theorem 3.2 if F and G satisfy the as-
sumptions of Corollary 3.1, then ρ = ρ∗ = R = R∗ = U is the unique solution of (3.1).

Proof Let q1 +ρ = R, q2 +ρ∗ = R∗ so that q1, q2 ≥ 0 on J , since ρ ≤ R and ρ∗ ≤ R∗

on J . It then follows using the assumptions, that

DH(q1 + q2) ≤ (N1 + N2)(q1 + q2), q1(0) + q2(0) = 0 on J.

This implies that q1 + q2 ≤ 0 on J and consequently, we get

U = ρ = R and ρ∗ = R∗ = U on J,

and this proves the claim of Corollary 3.2.

Theorem 3.2 also has several remarks which correspond to the remarks of Theorem 3.1.
To avoid monotony we do not list them again. For similar results which unify monotone
iterative technique refer to [5].
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Abstract: This study presents an efficient distributed model predictive con-
trol scheme based on Nash optimality, in which the on-line optimisation of the
whole system is decomposed into that of several small co-operative agents in
distributed structures, thus it can significantly reduce computational complex-
ity in model predictive control of large-scale systems. The relevant nominal
stability and the performance on single-step horizon under the communication
disturbance are investigated. A three input and three output linear model is
simulated to test the effectiveness of the proposed control algorithm.
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1 Introduction

Model predictive control (MPC) is a popular technique and has been successfully used in
the control of various linear and nonlinear dynamic systems (see [1, 7, 17]). However, an
obvious drawback of MPC involved in the formidable on-line computational effort limits
its applicability to relatively fast and/or large processes with moderate number of inputs
([5]). Practically, there exists a great number of complex high dimensional systems, in
which the number of variables and constraints is of ten several dozens or even several hun-
dreds. Thus it has become very important to develop computationally efficient control
architectures and algorithms with less computational burden. Unfortunately, with the
possible exception of the studies by [9, 13, – 16]. Van Antwerp and Braatz [10] to reflect
the large-scale nature of typical industrial plants, references for this topic are little in open
literature. This probably is attributable to the inherent difficulties involved incomplex
computation for large-scale processes. With the rapid development of communication

c© 2003 Informath Publishing Group. All rights reserved. 163



164 SHAO-YUAN LI, XIAO-NING DU AND QUAN-MIN ZHU

network and the field-bus technology, centralised control has not been a sole structure
in applications and has been gradually replaced by distributed control in large-scale sys-
tems. Distributed control structure brings new requirements to the traditional control
field and allows the conceivability of new challenging control applications. For economic
consideration and also no degrading performance, it is desirable to use several inexpen-
sive microcomputers to replace a very high performance computer in control systems.
The development of communication network and the field-bus technology has provided
possibility for this distributed control. Xu, et al. [13] and Xi [12] proposed a decen-
tralised predictive control algorithm. Zheng [14, 15], Zheng and Allgower [16], proposed
a one-step approximation algorithm to reduce the on-line computation by decreasing the
number of the decision variables. More recently Gurfil and Kasdin [3] developed an it-
erative ellipsoid algorithm to allow the quick computation of sub-optimal control moves.
It should be pointed out that these approaches still take centralised computation and
therefore need high cost computers. In this study, an efficient distributed optimisation
scheme is developed based on Nash optimality for MPC of large-scale systems. Under
this scheme, on-line optimisation of the whole system is decomposed into that of several
small co-operative agents. These agents can co-operate and communicate each other in
a distributed structure to achieve the objective of the whole system. Accordingly the
computational complexity for such large-scale systems is significantly reduced. Since the
protocol of mutual communication and information exchange is adequately taken into
account, this approach can efficiently improve control performance and guarantee the
Nash optimality ([6]). The second part of the study is to analyse the relevant perfor-
mance of the developed method. The nominal stability and the convergent condition of
this distributed control system are derived. The performance deviation on single-step
horizon under the communication disturbance is also analysed with an assumption that
the algorithm is convergent. The significance of this scheme is to reduce the computa-
tional burden in complex large-scale systems. Also it can be extended to the remote
control and multi-agent systems. The main contents of the study is divided into five
sections. In Section 2 distributed MPC algorithm based on Nash optimality is proposed.
In Section 3 the convergent condition of the distributed predictive control algorithm for
linear models is analysed. In Sections 4 and 5 the nominal stability and the performance
deviation under disturbance are analysed respectively. In Section 6 a simulation example
is presented to demonstrate the efficiency of the distributed MPC algorithm.

2 Distributed Model Predictive Control Algorithm Based

on Nash Optimality

2.1 Model predictive control

Model predictive control (MPC) is formulated as resolving an on-lineopen-loop optimal
control problem in moving horizon style. Using the current state, an input sequence is
calculated to minimise a performance index while satisfying some specified constraints.
Only the first element of the sequence is taken as controller output. At the next sam-
pling time, the optimisation is resolved with new measurements from the plant. Thus
both the control horizon and the prediction horizon move or recede ahead by one step
at next sampling time. This is the reason why MPC is also sometimes referred to as re-
ceding horizon control (RHC) or moving horizon control (MHC). The purpose of taking
new measurements at each sampling time is to compensate for unmeasured disturbances
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and model inaccuracy, both of which cause the system output to be different from its
prediction. Suppose the prediction output model of the whole system is described as

Y (k + j | k) = f(Y (k), ∆u(k|k)) (j = 1, . . . , P ), (1)

where ∆uM (k) =
(

∆uT
1,M (k) . . . ∆uT

m,M (k)
)T

is the increment of the manipulated (the

controller output, also the input toplant) variables of the system, denotes the prediction
horizon, denotes the control horizon, is the mapping function vector, where the element
satisfied some smooth condition. The performance index of the whole system is

min
∆uM (k|k)

J =
P

∑

i=1

L[y(k + i | k), ∆uM (k | k)], (2)

where L is the nonlinear function of input and output variables. The objective of the
whole system is to regulate the system output to the expected values while keeping the
performance minimal. For large-scale systems, because of the effect of control horizon
M , the optimised variables ∆uM (k) at each sampling time are highly dimensional, the
computation is intensive, especially for nonlinear systems, which accordingly requires
high performance computers or some advanced algorithms. To avoid the prohibitively
high on-line computational demand, this study proposes a distributed scheme with inex-
pensive agent computers under network environment.

2.2 Distributed MPC strategy based on Nash optimality

The main idea of the distributed model predictive control algorithm is the on-line op-
timisation of MPC. Since an optimisation formulation in large-scale systems can be de-
composed into a number of small-scale optimisations. These autonomous agents are
connected via network with dynamic input coupling among them, share the common
resources, communicate and co-ordinate each other in order to accomplish the whole
objective. Suppose the behaviour of the whole system is described by m agents and the
performance index (2) is separable for m agents. The local performance index for the
i-th agent can be expressed as

min
∆ui,M

Ji =

P
∑

j=1

Li[yi(k + j | k), ∆ui,M (k | k)]. (3)

This indicates the global performance index of the whole system is

min J =

m
∑

i=1

Ji. (4)

At time instant k, the future predictive output of the i-th agent can be expressed as

yi(k + j | k) = fi[yi(k), ∆u1,M (k | k), · · · , ∆um,M (k | k)], (i = 1, . . . , P ). (5)

It can be seen that the global performance index can be decomposed into a number of
local performance indices, but the output of each agent is still related to all the input
variables due to the input coupling. Such distributed control problem with different
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goals can be resolved by means of Nash optimal concept ([6]). Concretely speaking, each
agent optimises its objective (local performance index) only using its own input variables
assuming that the other agent’s optimal solutions are known, that is

∂Ji

∂∆ui,M (k)

∣

∣

∣

∣

∆u∗

j,M
(k), j=1,...,m, j 6=i

= 0 (i = 1, . . . , m). (6)

Thus the resulted Nash optimal solution satisfies the Nash optimality condition

Ji(∆u∗
1,M (k), · · · , ∆u∗

m,M (k)) ≤ Ji(∆u∗
1,M (k), · · · , ∆u∗

i−1,M (k),

∆ui,M (k), ∆u∗
i+1,M (k), · · ·∆u∗

m,M (k)).
(7)

Inspection of (5) to obtain the Nash optimal solution ∆u∗
i,M (k) of the i-th agent, it is

necessary to know the other agent’s Nash optimal solutions ∆u∗
j,M (k) (j 6= i), so that

the whole system could arrive at Nash optimal equilibrium in this coupling decision
process. Here an iterative algorithm is proposed to seek the Nash optimal solution of
the whole system at each sampling time. Each agent compares the newly computed
optimal solution with that obtained in last iteration, and checks if its terminal condition
is satisfied. If the algorithm is convergent, all the terminal conditions of the m agents
will be satisfied, and the whole system will arrive at Nash equilibrium at this time. This
Nash optimisation process will be repeated at next sampling time.

Algorithm:

Step 1: At sampling time k, each agent makes initial estimation of the input variables
and announces it to the other agents, let the iterative index l = 0,

∆ūl
i,M (k) = [∆ūl

i(k), ∆ūl
i(k + 1), · · · , ∆ūl

i(k + M − 1)]T ,

(i = 1, · · · , m).

Step 2: Each agent resolves its optimal problem simultaneously to obtain its solution
∆u∗

i,M (k), (i = 1, · · · , m).

Step 3: Each agent checks if its terminal iteration condition is satisfied, that is, for the
given error accuracy εi, (i = 1, · · · , m), if there exist

‖∆ul+1
i,M (k) − ∆ūl

i,M (k)‖ ≤ εi (i = 1, · · · , m).

If all the terminal conditions are satisfied, then end the iteration and go to step 4;
otherwise, let l = l + 1, ∆ūl

i,M (k) = ∆u∗
i,M (k), (i = 1, · · · , m) all agents communicate

to exchange this information, and take the latest solution to step 2.

Step 4: Compute the instant control law

∆ui(k) = [I · · · 0]∆u∗
i,M (k) (i = 1, · · · , m)

and take the first element as the controller output from each agent.

Step 5: Move horizon to the next sampling time, that is, k + 1 → k, and go to step 1.
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3 Computational Convergence for Linear Systems

Consider this distributed model predictive control of linear dynamic plants. At sampling
time k, the output prediction model of the i-th agent can be described as

ỹi,PM (k) = ỹi,P0(k) + Aii∆ui,M (k) +

m
∑

j=1
j 6=i

Aij∆uj,M ,

(i = 1, · · · , m),

(8)

where Aii and Aij are the dynamic matrix of the i-th agent and the step response matrix
of the i-th agent stimulated by the j-th agent respectively. They are expressed in terms
of matrix

Aij =

















aij(1) . . . 0
...

. . .
...

aij(M) . . . aij(1)
...

...
...

aij(P ) · · · aij(P − M + 1)

















, A =





A11 · · · A1m

...
. . .

...
Am1 · · · Amm



 ,

where aij(k), (k = 1, 2, . . . , i, j = 1, . . . , m) is the step response matrix array. The local
performance index for the i-th agent can be expressed as

min Ji = ‖̟i(k) − ỹi,PM (k)‖2
Qi

+ ‖∆ui,M (k)‖2
Ri

(i = 1, · · · , m), (9)

where ̟i(k) = [̟i(k +1) · · · ̟i(k +P )]T , (i = 1, · · · , m) is the expected output of the
i-th agent, and

ỹi,PM (k) = [ỹi,M (k + 1 | k) · · · ỹi,M (k + P | k)]T ,

ỹi,P0(k) = [ỹi,0(k + 1 | k) · · · ỹi,0(k + P | k)]T ,

∆ui,M (k) = [∆ui(k|k) · · · ∆ui(k + M − 1 | k)]T .

According to Nash optimality, at sampling time k, the Nash optimal solution of the i-th
agent can be derived as

∆u∗
i,M (k) = Dii[̟i(k) − ỹi,P0(k) −

m
∑

j=1
j 6=i

Aij∆uj,M (k)] (i = 1, · · · , m), (10)

where Dii = (AT
iiQAii + Ri)

−1AT
iiQi. If the algorithm is convergent, the Nash optimal

solution of the whole system can be written as

∆uM (k) = D1[̟(k) − ỹP0(k)] + D0∆uM (k), (11)
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where

D1 =









D11

D22

. . .

Dmm









,

D0 =









0 −D11A12 . . . −D11A1m

−D22A21 0 . . . −D22A2m

...
...

. . .
...

−DmmAm1 . . . . . . 0









.

In the iteration procedure, equation (10) can be expressed as

∆ul+1
M (k) = D1[̟(k) − ỹP0(k)] + D0∆ul

M (k) (l = 0, 1, . . . ). (12)

At time instant k, ̟(k) and ỹP0(k) are known in advance, hence D1[̟(k)− ỹP0(k)] is
the constant term irrelevant to the iteration. The convergence of expression (11) is then
equivalent to that of the following

∆ul+1
M (k) = D0∆ul

M (k). (13)

From the above analysis the convergence condition for the algorithm in application to
distributed linear model predictive control is

|ρ(D0)| < 1. (14)

That is the spectrum radius must be less than 1 to guarantee a convergent computa-
tion.

4 Nominal Stability of Distributed Model Predictive Control System

In order to analyse the nominal stability, rewrite the prediction output model of (8) in
terms of state space equation ([11]). The predictive state space model of the i-th agent
at time instant can be written as

xi(k + 1) = Sxi(k) + aii∆ui(k) +

m
∑

j=1
j 6=i

aij∆uj,

Yi(k) = GSxi(k) + Aii∆ui,M (k) +

m
∑

j=1
j 6=i

Aij∆uj,M ,

(i = 1, · · · , m),

(15)

where ∆ui(k) = [1 · · · 0]∆ui,M (k)

S =







0 1 . . . 0
. . . . . . . . . . . . . .
0 . . . 0 1
0 . . . 0 1







(N∗N)

,
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where N is the modelling horizon, and

aij = [aij(1) · · · aij(N)]T , xi(k) = [xi1(k) · · · xiN (k)]T ,

Yi(k) = [yi(k + 1) · · · yi(k + P )]T .

G = [IP∗P 0P∗(N−P )] denotes the operation of taking out the first P vectors from the
N dimensional vectors. The Nash optimal solution in state space expression of the i-th
agent at time instant k is

∆ui,M (k) = Dii[̟i(k) − GSxi(k) −
m

∑

j=1
j 6=i

Aij∆uj,M (k)]. (16)

The integral Nash optimal solution of the whole system provided that the algorithm is
convergent at each sampling time can be written as

∆U(k) = (I − D0)
−1D1[̟(k) − F2X(k)]. (17)

This is the state feedback control law. The instant control law of the whole system is
∆u(k) = L∆U(k), where

L = Block − diag(L0 · · · L0
︸ ︷︷ ︸

m

),

L0 = (1 0 · · · 0)1∗M ,

F2 = Block − diag(GS, · · · , GS
︸ ︷︷ ︸

m

),

∆U(k) = [∆u1,M (k) · · · ∆um,M (k)]T ,

̟(k) = [̟1(k) · · · ̟m(k)]T ,

X(k) = [x1(k) · · · xm(k)]T .

Without loss of generality, let the expected output

̟i(k + 1) = 0, (i = 1, · · · , m).

Then the state space model of the whole system at time instant k can be expressed as

X(k + 1) = F1X(k) + BL∆U(k) = [F1 − BL(I − D0)
−1D1F2]X(k), (18)

where

F1 = Block − diag(S, · · · , S
︸ ︷︷ ︸

m

),

B =





a11 . . . a1m

...
. . .

...
am1 . . . amm



 .
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The expression (17) shows the state mapping relationship of the distributed system be-
tween time instant k and time instant k +1. According to contraction mapping principle
([11]), the nominal stability of the whole distributed system can be guaranteed, if and
only if

λ(F1 − (I − D0)D1F2) < 1. (19)

That is, the eigen values of state mapping are less than 1.

5 Disturbance Analysis with Single-Step Horizon Control

In distributed control, each agent can work independently to achieve its local objective,
but cannot accomplish the whole task on its own. These autonomous agents can com-
municate and co-ordinate each other, exchange information through network in order to
accomplish the whole task or objective. If a distributed system is subjected to distur-
bance, does this strategy work well and what does the performance of the whole system
change? In this section, the performance deviation on single-step horizon under the
communication disturbance is discussed. Because MPC takes a receding-horizon control
policy in which the optimisation is resolved on-line at each sampling time with updated
measurements, it is reasonable to focus on single-step horizon.

In the following analysis, assume that the prediction horizon and the control horizon
are equal and the communication disturbance is confined within stable region. To indi-
cate the communication connection between agents, define a connection matrix E. All
elements in the main diagonal of E are zeros and other elements in the non-main diagonal
of E are 1 or 0. 1 denotes no communication disturbance, and 0 shows communication
disturbance existed and the corresponding communication channel is shut up. The out-
put prediction model and the Nash optimal solution of the i-th agent at time instant k
can be respectively rewritten as

ỹi,PM (k) = ỹi,P0(k) + Aii∆ui,M (k) +

m
∑

j=1
j 6=i

eijAij∆uj,M

(i = 1, · · · , m),

(20)

and

∆u∗
i,M (k) = (AT

iiQiAii + Ri)
−1AT

iiQi[̟i − ỹi,P0(k) −
m

∑

j=1
j 6=i

Gij∆u∗
j,M (k)]

(i = 1, · · · , m).

(21)

Here G = E · A, “·” denotes the dot multiplication. The Nash optimal solution of the
whole system under convergent computation is

∆u∗
M (k) = (I − DE)−1D1[̟(k) − ỹP0(k)], (22)

where

DE =









0 −D11e12A12 . . . −D11e1NA1N

−D22e21A21 0 −D22e2NA2N

...
. . .

−DNNeN1AN1 0









.
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To analyse system performance deviation, define a disturbance matrix T . The dis-
turbance matrix T is a diagonal matrix or block diagonal matrix. For diagonal matrix,
define the elements of its main diagonal as 1 or 0. For block diagonal matrix, the elements
of its main diagonal block are all 1s or all 0s. The value 0 corresponds to no disturbance,
and 1 for the communication disturbance existed.

Remark 5.1 Here the communication disturbance is classified into three cases

(1) Row disturbance, that is, the disturbance happens on the receiving channels.
In this case the agent cannot receive the information coming from other agents,
equivalently the corresponding row of matrix G becomes 0 and G becomes G′,
or, G′ = G−G′′, G′′ = TG and the corresponding element of disturbance matrix
T has changed from 0 to 1;

(2) Column disturbance, that is, the disturbance happens on the transmitting chan-
nels. In this case, the agent cannot send its information to other agents, equiva-
lently the corresponding column of matrix G becomes 0 and G becomes G′, or,
G′ = G − G′′, G′′ = GT ;

(3) Mixed disturbance. In this case, both row and column disturbances exist and
G′ = G − G′′ = G − TGT .

With these preliminaries a theorem is presented.

Theorem 5.1 For a distributed system, assume that the prediction horizon and the
control horizon are equal and the communication disturbance cannot affect the stability.
Its performance at time instant k under the local communication disturbance is degrading.
The degrading magnitude δ satisfies 0 ≤ δ ≤ δmax, and the upper bound of this magnitude
δmax is

δmax =
tW (Wmax)

λm(F )
,

where tW (Wmax) denotes the norm of Wmax and λm(F ) is the minimal eigen value of F
with

F = [D−1
1 (I − DE) − A]T Q[D−1

1 (I − DE) − A] + R,

Wmax = (A − A − G)T Q(A − A − G) + [D−1
1 (I − DE) − A]T Q(A − A − G)

+ (A − A − G)T Q[D−1
1 (I − DE) − A],

A =





A11

.

.

.

ANN



 .

Proof Without loss of generality, take the column disturbance as an example, it has

D′′
E = DET D′

E = DE − D′′
E = DE − DET.

The Nash optimal solution of the whole system in this case is

∆udis
M (k) = (I − DE + DET )−1D1[̟(k) − ỹP0(k)]. (23)
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Using the matrix decomposition technique, it gives

(I − DE + DET )−1 = [2(I − DE) + (DE + DET − I)]−1

= [2(I − DE)]−1 − [2(I − DE)]−1{[2(I − DE)]−1

+ (DE + DET − I)−1}−1[2(I − DE)]−1.

(24)

In general (DE + DET − I)−1 and (I −DE)−1 all exist, therefore the above equation
holds. Substitute (24) into (23) to give

∆udis
M (k) =

1

2
∆u∗

M (k) −
1

4
(I − DE)−1 ∆u∗

M (k)
1
2 (I − DE)−1 + (DE + DET − I)−1

= S∆u∗
M (k)

(25)

with

S =
1

2
I −

1

4
(I − DE)−1

[

1

2
(I − DE)−1 + (DE + DET − I)−1

]−1

.

From ∆u∗
M (k) = (I − DE)−1D1[̟(k) − ỹP0(k)], it has

̟(k) − ỹP0(k) = D−1
1 (I − DE)∆u∗

M (k).

Then it gives

J∗ = ‖̟(k) − ỹP0(k) − A∆u∗
M (k)‖2

Q + ‖∆u∗
M (k)‖2

R

= ‖D−1
1 (I − DE)∆u∗

M (k) − A∆u∗
M (k)‖2

Q + ‖∆u∗
M (k)‖2

R = ‖∆u∗
M (k)‖2

F

(26)

with F = [D−1
1 (I − DE) − A]T Q[D−1

1 (I − DE) − A] + R, let

A =





A11

. . .

ANN



 .

Then the prediction model of the whole distributed system under the column disturbance
can be written as

ỹdis
M (k) = ỹP0(k) + (A + G − GT )∆udis

M (k) = ỹP0(k) + L∆udis
M (k), (27)

where L = A + G − GT .
Substitute (25) and (27) into (9), it can be derived

Jdis = ‖̟(k) − ỹP0(k) − LS∆u∗
M (k)‖2

Q + ‖S∆u∗
M(k)‖2

R

= ‖̟(k) − ỹP0(k) − A∆u∗
M (k) + (A − LS)∆u∗

M (k)‖2
Q

+ ‖∆u∗
M (k) + (S − I)∆u∗

M (k)‖2
R

= J∗ + ‖∆u∗
M(k)‖2

W ,

(28)
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where

W = (A − LS)T Q(A − LS) + (S − I)T R(S − I) + R(S − I)

+ (S − I)T R + (M − A)T Q(A − LS) + (A − LS)T Q(M − A).

Let tW (W ) denotes the norm of W , it gives

‖∆u∗
M (k)‖2

W ≤ ∆u∗T
M (k)‖W‖∆u∗

M (k) = tW (W )‖∆u∗
M (k)‖2

≤
tW (W )

λm(F )
‖∆u∗

M (k)‖2
F =

tW (W )

λm(F )
J∗.

Here λm(F ) is the minimal eigen value of F . From the above derivations, the performance
relationship between the free disturbance and disturbance can be expressed as

Jdis ≤ J∗ +
tW (W )

λm(F )
J∗ = (1 + δ)J∗. (29)

Inspection of (29), that tW (W ) depends on G′′ and D′′
E, while G′′ and D′′

E are affected by
disturbance matrix T . So in case of free disturbance, tW (W ) can arrive at the maximal

value, at this time, ‖T ‖ = 0, G′′ = 0, D′′
E = 0, L = A + G, S = I and

W = Wmax = (A − A − G)T Q(A − A − G) + [D−1
1 (I − DE) − A]T Q(A − A − G)

+ (A − A − G)T Q(D−1
1 (I − DE) − A).

Therefore the upper bound of the performance deviation under the local communica-
tion disturbance is

δmax =
tW (W )

λm(F )
.

Theorem 5.2 The convergence condition of the distributed linear model predictive
control system under the communication disturbance is |ρ(DE)| < 1. DE is the same as
defined before. This proof is similar to the analysis in Section 3.

Remark 5.2 Under the communication disturbance, each agent cannot exchange in-
formation properly. In an extreme case the elements in matrix E are all 1s, DE becomes
null matrix, |ρ(DE)| < 1 is always satisfied, which corresponds to the full decentralised
architecture.

6 Simulation Study

Consider a linear continuous time dynamic plant model with three inputs and three
outputs

G(s) =









e−2s

100s+1
e−6s

100s+1
e−4s

200s+1

−1.25e−2s

50s+1
3.75e−6s

50s+1
e−3s

50s+1

−2e−2s

200s+1
2e−4s

200s+1
3.5e−2s

100s+1









.
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The expected output of this system is to follow a set of unit step reference signals. With
the proposed distributed algorithm, first of all divide the whole system into three agents,
they are

Agent 1: G1(x) = e−2s

100s+1 .

Agent 2: G2(x) = 3.75e−6s

50s+1 .

Agent 3: G3(x) = 3.5e−3s

100s+1 .

The control parameters for each agent are set with P = 8, M = 3, Qi = I, Ri =
0.5I, (i = 1, 2, 3), sampling time of 20 sec, and εi = 0.01 (i = 1, 2, 3). The Matlab
based simulation results are shown in Figure 6.1. It can be observed that each agent
in this distributed structure can properly arrive at the expected outputs while keeping
the satisfactory performance to some extent. In addition, the design parameters for each
agent such as prediction horizon, control horizon, weighting matrix and sample time etc.
can all be designed and tuned separately, which is superior to the centralised control
and significantly reduce the on-line computational burden. Notice that each agent is not
necessary limited to SISO case and also it can be MIMO agent, whose dimension is still
much lower than the whole system’s.

Figure 6.1. Output responses and manipulated/control signals on the experi-

mental plant.
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7 Conclusions

In this study a distributed model predictive control method based on Nash optimality is
developed for large-scale linear systems. To avoid the prohibitively high on-line compu-
tational demand, the MPC is implemented in distributed scheme with the inexpensive
agents within the network environment. These agents can co-operate and communicate
each other to achieve the objective of the whole system. Coupling effects between the
agents are fully taken into account in this scheme, which is superior to other traditional
decentralised control methods. The main advantage of this scheme is that the on-line op-
timisation of a large-scale system can be converted to that of several small-scale systems,
thus can significantly reduce the computational complexity while keeping satisfactory
performance. In addition, the design parameters for each agent such as prediction hori-
zon, control horizon, weighting matrix and sample time etc. can all be designed and
tuned separately, which provides more flexibility for the analysis and applications. The
second part of this study is to investigate the performance of the distributed control
scheme. The nominal stability and the performance deviation on the single-step hori-
zon under the communication disturbance are analysed. These will provide users better
understanding of the developed algorithm and sensible guidance in applications. As the
method is also expandable to complex large-scale nonlinear model predictive control with
certain constraints, a further study to control nonlinear Hammertien models is under in-
vestigation.
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Abstract: This paper discusses the quadratic stability and quadratic stabi-
lization problem for a class of nonlinear perturbed discrete time-delay systems.
Necessary and sufficient conditions for quadratic stability are presented via
S-procedure technique and linear matrix inequality (LMI). Both static and
dynamic output feedback controllers are constructed respectively. Further-
more, necessary and sufficient conditions for quadratic stabilization via static
state feedback are constructed in the form of LMI. Finally, the effectiveness
of new approach is demonstrated by numerical examples.
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1 Introduction

Quadratic stabilization theory for discrete-time systems has been receiving much atten-
tion in the last decade, see [5, 6, 8, 12, 15, 19 – 21]. Quadratic stability means that there
exists a deterministic quadratic stable Lyapunov function for all admissible parameter
perturbations. The objective of quadratic stabilization is to find a feedback controller
such that the closed-loop systems are quadratically stable for all admissible parame-
ter perturbations, where the associated Lyapunov function is quadratic and determinis-
tic. By means of quasiconvex optimization approach, [6] constructs quadratic stabilizing
controllers via linear static output feedback and state feedback for discrete-time linear
systems with uncertainty. In [15], the robust stabilization for a class of single-input

⋆This work was supported by a grant from CityU (Project No. 7001425); the first author was also

supported by a grant from Nantong Institute of Technology.
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discrete-time nonlinear systems is formulated into a convex optimization problem in the
form of LMI. Consequently, a static state feedback law is designed to stabilize the plant
and to maximize the bound on the nonlinear perturbation terms.

Since time-delay usually results in unsatisfactory performances and is frequently a
source of instability, many researchers have paid serious attention to those problems
caused by time-delays. Recently several authors have used different approaches such as
quadratic Lyapunov function, linear matrix inequalities to study stabilization problems
for discrete-time (or continuous-time) linear systems with time-delays [3, 10, 17, 16]. [17]
presents an interesting approach using state feedback control design for a class of discrete-
time linear systems with time-delays and matched uncertainty, but their approach is
based on nonlinear matrix inequalities (NLMIs). It is known that there has been no
efficient way to construct the control law in terms of NLMIs so far.

The objective of this paper is to discuss quadratic stability and quadratic stabilization
problem for a class of multi-input and multi-output (MIMO) discrete-time systems with
nonlinear perturbation on both state and control-input perturbations. A necessary and
sufficient condition for quadratic stability of unforced systems is presented by means of
S-procedure technique and LMI. In addition, both static and dynamic output feedback
are constructed if the corresponding LMI is feasible.

As compared with the existing results in the literature, this paper discusses more
general class of systems than those in [5, 6, 8, 15, 17, 19, 21]. Both static and dynamic
output feedback control designs are obtained in terms of LMI which is more computa-
tional efficient than the NLMI approach developed for linear uncertain systems by [17].
In addition, the single-input static state feedback design developed in [15] is a very special
case of this paper, also time-delays and perturbation on control input are not considered
in their work. Furthermore, a state feedback control design for linear uncertain systems
based on the Riccati equation approach is developed by [5], which are also regarded as a
special case of this paper.

2 Quadratic Stability for the Unforced Systems

Consider a class of unforced perturbed discrete time-delay systems as follows

zk+1 = Ãzk + Ã1zk−d + g(k, zk, zk−d),

zk = δk, k = −d,−d + 1, · · · , 0,
(1)

where zk ∈ Rñ is the system state; Ã, Ã1 are constant matrices with appropriate di-
mensions; and positive integer d is maximal time-delay; δi (i = −d,−d + 1, · · · , 0) are
initial-value vectors for the delayed system; g = g(k, zk, zk−d) is a vector-valued non-
linear function which is regarded as a nonlinear perturbation and satisfies the following
quadratic inequality for all (k, w, v)

g′(k, w, v)g(k, w, v) ≤ w′G′Gw + 2w′G′G1v + v′G′
1G1v

=

(

w
v

)′

(G G1)
′(G G1)

(

w
v

)

,
(2)

where G and G1 are constant matrices with appropriate dimensions, w, v are vectors
with the same dimension with zk.
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The following definition on quadratic stability is presented by [17].

Definition 2.1 Systems (1) are quadratically stable if there exist matrices P > 0,
and Q > 0 such that for all admissible perturbation g, systems (1) satisfy

∆Vk = Vk+1 − Vk < 0, (3)

for all pair (k, zk, zk−d) ∈ Z+ × (Rñ × Rñ − {0}), Vk = z′kPzk +
d
∑

i=1

z′k−iQzk−i, Z+ =

{0, 1, 2, · · · }.

Lemma 2.1 (S-procedure lemma) [18] Let Ω0(x) and Ω1(x) be two arbitrary qua-
dratic forms over Rn. Then Ω0(x) < 0 for all x ∈ Rn − {0} satisfying Ω1(x) ≤ 0 if
there exists τ ≥ 0 such that

Ω0(x) − τΩ1(x) < 0, ∀x ∈ Rn − {0}.

For convenience and compactness, the following notation of (4) will be used throughout
this paper.

L(X, X1, Γ, Γ1, Ψ, Ψ1) :=







−X + X1 0 Γ′ Ψ′

0 −X1 Γ′
1 Ψ′

1

Γ Γ1 I − X 0
Ψ Ψ1 0 −I






, (4)

where X , X1, Γ, Γ1, Ψ and Ψ1 are matrices with appropriate dimensions, I is an identity
matrix with appropriate dimension.

By means of S-procedure and LMI technique, the following theorem presents a neces-
sary and sufficient condition for quadratic stability of unforced systems (1).

Theorem 2.1 Unforced systems (1) are quadratically stable if and only if there exist
positive definite matrices X and X1 with appropriate dimension such that the following
LMI is solvable

L(X, X1, ÃX, Ã1X, GX, G1X) < 0. (5)

Proof By means of the Schur Complement Lemma, LMI (5) is equivalent to the
following matrix inequality





−X + X1 + XG′GX XG′G1X XÃ′

XG′
1GX −X1 + XG′

1G1X XÃ′
1

ÃX Ã1X I − X



 < 0. (6)

Let P = X−1, Q = X−1X1X
−1, and multiply both sides of the first inequality of (6)

by diag {X−1, X−1, I}, then (6) is equivalent to




−P + Q + G′G G′G1 Ã′

G′
1G −Q + G′

1G1 Ã′
1

Ã Ã1 I − P−1



 < 0. (7)

Similarly, (7) is equivalent to
(

−P + Q + G′G G′G1

G′
1G −Q + G′

1G1

)

+

(

Ã′

Ã′
1

)

(P−1 − I)−1(Ã Ã1) < 0,

P−1 − I > 0.

(8)
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Notice that
(P−1 − I)−1 = P + P (I − P )−1P. (9)

Then (8) is equivalent to

(

Ã′PÃ−P+Q+G′G Ã′PÃ1+G′G1

Ã′

1PÃ+G′

1G Ã′

1PÃ1−Q+G′

1G1

)

+

(

Ã′P
Ã′

1P

)

(I − P )−1 (PÃ PÃ1 ) < 0,

I − P > 0.

(10)

From the Schur Complement Lemma again, matrix inequalities (10) are equivalent to





Ã′PÃ − P + Q + G′G Ã′PÃ1 + G′G1 Ã′P
Ã′

1PÃ + G′
1G Ã′

1PÃ1 − Q + G′
1G1 Ã′

1P

PÃ PÃ1 P − I



 < 0. (11)

Sufficiency: If LMI (5) holds for X and X1, then (11) holds for P = X−1 and Q =
X−1X1X

−1. In order to obtain the quadratic stability of systems (1), we construct the
following quadratic Lyapunov functional candidate

Vk = z′kPzk +

d
∑

i=1

z′k−iQzk−i. (12)

Then along with systems (1), for (z′k z′k−d 6= 0, from (11) we have

Vk+1 − Vk −

[

g′g −

(

zk

zk−d

)′

(G G1)
′(G G1)

(

zk

zk−d

)

]

= z′k(Ã′PÃ − P + Q)zk + z′k−d(Ã
′
1PÃ1 − Q)zk−d + g′Pg + 2z′kÃ′PÃ1zk−d

+ 2z′kPg + 2z′k−dÃ
′
1Pg −

[

g′g −

(

zk

zk−d

)′

(G G1)
′(G G1)

(

zk

zk−d

)

]

(13)

=





zk

zk−d

g





′ 



Ã′PÃ − P + Q + G′G Ã′PÃ1 + G′G1 Ã′P
Ã′

1PÃ + G′
1G Ã′

1PÃ1 − Q + G′
1G1 Ã′

1P

PÃ PÃ1 P − I









zk

zk−d

g



 < 0.

It follows from Lemma 2.1 that under constraint (2), Vk+1 −Vk < 0 for (z′k z′k−d) 6= 0,

which implies that systems (1) are quadratically stable in the sense of Definition 2.1.

Necessity: If systems (1) are quadratically stable, that is, there exists a Lyapunov
functional candidate as follows

Vk = z′kP̃ zk +
d

∑

i=1

z′k−iQ̃zk−i, (14)

where P̃ and Q̃ are positive definite matrices with appropriate dimensions, and under
constraint condition:

g′g −

(

zk

zk−d

)′

(G G1)
′(G G1)

(

zk

zk−d

)

≤ 0, (15)
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we have
∆Vk = Vk+1 − Vk < 0, ∀ (z′k z′k−d) 6= 0. (16)

Notice that (15) and ∆Vk are quadratic on zk, zk−d and g, then it follows from Lemma 2.1
that there exists a constant τ ≥ 0 such that for all (z′k z′k−d g′) 6= 0,

∆Vk − τ

[

g′g −

(

zk

zk−d

)′

(G G1)
′(G G1)

(

zk

zk−d

)

]

< 0. (17)

However, if τ = 0, then (17) implies that the original systems (1) can be quadratically
stable for all g without constraint (2), which is impossible. Then (17) holds for some
τ > 0. In addition, (17) is equivalent to





Ã′P̃ Ã − P̃ + Q̃ + τG′G Ã′P̃ Ã1 + τG′G1 Ã′P̃
Ã′

1P̃ Ã + τG′
1G Ã′

1P̃ Ã1 − Q̃ + τG′
1G1 Ã′

1P̃

P̃ Ã P̃ Ã1 P̃ − τI



 < 0. (18)

Let P = τ−1P̃ , Q = τ−1Q̃, then (18) is the same as (11). This completes the proof.

Remark 2.1 Systems (1) with constraint (2) are more general than the systems dis-
cussed in [8, 19, 21]. Theorem 3.1 can be regarded as an extension of the results in
literature above.

3 Static Output Feedback

Consider a class of MIMO discrete time-delay systems with nonlinear perturbation as
follows

xk+1 = Axk + A1xk−d + Buk + f(k, xk, xk−d, uk),

yk = Cxk,

xk = δk, k = −d,−d + 1, · · · , 0,

(19)

where xk ∈ Rn, uk ∈ Rm and yk ∈ Rp are the system state, control input and output,
respectively; A, A1 ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n are constant matrices with full-
row rank; and positive integer d is maximal time-delay; δi ∈ Rn (i = −d,−d+1, · · · , 0)
are initial-value vectors for the delayed system; f(k, w, v, u) is a vector-valued nonlinear
function and satisfies the following quadratic inequality for all (k, w, v, u) ∈ Z+ × Rn ×
Rn × Rm;

f ′(k, w, v, u)f(k, w, v, u) ≤ (w′ v′ u′)





F ′

F ′
1

H ′



 (F F1 H)





w
v
u



 , (20)

where F , F1 and H are constant matrices with appropriate dimensions.

Remark 3.1 If

f(k, xk, xk−d, uk) = ∆A(k)xk + ∆A1(k)xk−d + ∆B(k)uk + f0(k, xk, xk−d, uk),

where the norm of ∆A(k), ∆A1(k) and ∆B(k) are uniformly bounded and f(k, w, v, u) is
global Lipschitz on (w, v, u) ∈ Rn×Rn×Rm with f(k, 0, 0, 0) = 0 for any k ∈ Z+, then
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this class of Lipschitz systems with uncertainty can be included in systems (19). Therefore
the discrete-time linear (or time-delay) systems with matched uncertainty considered by
[5] and [17] are special cases of this paper.

In this section, we consider the following form of linear static output feedback con-
troller

uk = Kyk + K1yk−d, (21)

where K, K1 ∈ Rm×p are constant matrices to be determined.
The purpose of this section is to find a controller in the form of (21) such that the

closed-loop systems (19) and (21) are quadratically stable. In this case, the controller
(21) is called a quadratic stabilisation controller.

The following theorem presents a way of constructing static output feedback controller
law (21), in which sufficient condition is presented by means of LMI approach.

Theorem 3.1 Systems (19) are quadratically stabilizable by means of static output
feedback in the form of (21) if the following LMI (22) and matrix equation (23) on
matrices X, X1 ∈ Rn×n, Y, Y1 ∈ Rm×p and Z ∈ Rp×p are solvable

L(X, X1, Γ, Γ1, Ψ, Ψ1) < 0, (22)

CX = ZC, (23)

where
Γ = AX + BY C, Γ1 = A1X + BY1C,

Ψ = FX + HY C, Ψ1 = F1X + HY1C.
(24)

Proof The conditions on full-row rank of C, X > 0 and matrix equation CX = ZC
imply that

p ≥ rank (Z) ≥ rank (ZC) = rank (CX) ≥ rank [(CX)X−1] = rank (C) = p (25)

that is, Z is non-singular. Then the gains of control law (21) can be chosen as follows:

K = Y Z−1, K1 = Y1Z
−1. (26)

In this case, the resulting closed-loop systems are systems (1) with

Ã = A + BKC, Ã1 = A1 + BK1C, g = f(k, xk, xk−d, KCxk + K1Cxk−d), (27)

where

g′g ≤

(

xk

xk−d

)′ (
G′

G′
1

)

(G G1)

(

xk

xk−d

)

, (28)

and
G = F + HKC, G1 = F1 + HK1C. (29)

From (26) and matrix equality CX = ZC, we have

ÃX = (A + BKC)X = AX + BKCX

= AX + BKZC = AX + BY C = Γ,

Ã1X = (A1 + BK1C)X = A1X + BK1CX

= A1X + BK1ZC = A1X + BY1C = Γ1,

GX = FX + HKCX = FX + HY C = Ψ,

G1X = F1X + HK1CX = F1X + HY1C = Ψ1.

(30)
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Then it follows from Theorem 2.1 and (22) that the systems (1) with (27), that is, the
closed-loop systems (19) and (21) with (26), are quadratically stable, which completes
the proof.

As a direct application of Theorem 3.1, if C = I is chosen in Theorem 3.1, we have the
following result, which presents a necessary and sufficient condition under which systems
can be quadratically stabilized via static state feedback law

uk = Kxk. (31)

Corollary 3.1 Systems (19) are quadratically stabilizable via static state feedback
in the form of (31) if and only if the following LMI on matrices X, X1 ∈ Rn×n and
Y ∈ Rm×n is solvable

L(X, X1, Γ, Γ1, Ψ, Ψ1) < 0, (32)

where
Γ = AX + BY, Γ1 = A1X, Ψ = FX + HY, Ψ1 = F1X. (33)

In this case, a static state feedback law can be chosen as follows

uk = Y X−1xk. (34)

The Proof for sufficiency of Corollary 3.1 follows directly from Theorem 3.1. The
necessity can be obtained from Lemma 2.1.

Remark 3.2 [15] discusses a class of discrete-time systems with single-input and non-
linear perturbation (no control input perturbation is considered), and a static state feed-
back law is constructed by means of LMI. However a special structure matrix variable L
is needed to guarantee the resulting matrix inequality to be an LMI such that a solution
of K is obtained (see (19) – (21) in [15]). It is important to notice that Corollary 3.1
presents a more efficient approach to search for an explicit solution K. In addition, The-
orem 2 by [15] is a special case of Theorems 3.1 and 3.2. Furthermore, the result in this
section can be regarded as an extension of that by [6], where static output feedback is
obtained by means of quasiconvex optimization approach.

Since the conditions (22) – (23) contain the constraint CX = ZC, MATLAB LMI
Toolbox [4] can not be used to solve (22) – (23) directly. In order to convert the problem
(22) – (23) into an LMI, we will show that this constraint on X and Z can be transformed
into an equivalent constraint on X , then (22) – (23) will be equivalent to an LMI.

For convenience, we present the singular value decomposition of C as

C = U(C0 0)V ′, (35)

where U ∈ Rp×p and V ∈ Rn×n are unitary matrices and C0 ∈ Rp×p is a diagonal
matrix with positive diagonal elements in decreasing order.

The following lemma presents an equivalent condition on matrix equation CX = ZC.

Lemma 3.1 For a given C ∈ Rp×n with rank (C) = p, assume that X ∈ Rn×n is
a symmetric matrix, then there exists a matrix Z ∈ Rp×p such that CX = ZC if and

only if X = V

(

X1 0
0 X2

)

V ′, where X1 ∈ Rp×p, X2 ∈ R(n−p)×(n−p).

Proof If p = n, from the proof of Theorem 3.1, C is non-singular, it is clear that
the result is true. Without loss of generality, suppose p < n. From CX = ZC and
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the singular value decomposition of C, that is, C = U(C0 0)V ′, we have that matrix
equation CX = ZC is equivalent to U(C0 0)V ′X = ZU(C0 0)V ′. That is,

(UC0 0)V ′XV = (ZUC0 0). (36)

Suppose X = V

(

X1 X ′
0

X0 X2

)

V ′, where X1 ∈ Rp×p, X2 ∈ R(n−p)×(n−p) and X0 ∈

R(n−p)×p, then (36) is equivalent to

(UC0X1 UC0X0) = (ZUC0 0). (37)

Matrix equation (37) is solvable on Z if and only if UC0X0 = 0, that is, X0 = 0, which
completes the proof.

Therefore we have the following result from Theorem 3.1 and Lemma 3.1.

Theorem 3.2 Systems (19) are quadratically stabilizable by static output feedback law

if the following LMI on matrices X11 ∈ Rp×p, X22 ∈ R(n−p)×(n−p), X1 ∈ Rn×n and
Y, Y1 ∈ Rm×p is solvable

L (X, X1, Γ, Γ1, Ψ, Ψ1) < 0, (38)

where

X = V diag {X11, X22}V
′, Γ = AX + BY C, Γ1 = A1X + BY1C,

Ψ = FX + HY C, Ψ1 = F1X + HY1C.
(39)

In this case, a static output feedback controller of form (21) can be chosen as follows

uk = Y UC0X
−1
11 C−1

0 U ′yk + Y1UC0X
−1
11 C−1

0 U ′yk−d. (40)

4 Dynamic Output Feedback

In this section, we consider stabilisation for systems (19) via the following Luenberger-like
dynamic output feedback controller

x̂k+1 = Ax̂k + A1x̂k−d + Buk + L(yk − Cx̂k),

uk = Kx̂k + K1x̂k−d.
(41)

Let the difference of xk and x̂k be ek, that is, ek = xk − x̂k, then the closed-loop systems
of (19) and (41) can be written as (1) with

zk =

(

x̂k

ek

)

, Ã =

(

A + BK LC
0 A − LC

)

, Ã1 =

(

A1 + BK1 0
0 A1

)

,

g(k, zk, zk−d) =

(

0
f(k, x̂k + ek, x̂k−d + ek, Kx̂k + K1x̂k−d)

)

.

(42)
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From (20), after some algebraic manipulations, we have

g′(k, zk, zk−d)g(k, zk, zk−d)

= [f(k, x̂k + ek, x̂k−d + ek−d, Kx̂k + K1x̂k−d)]′f(k, x̂k + ek, x̂k−d + ek, Kx̂k + K1x̂k−d)

≤





x̂k + ek

x̂k−d + ek−d

Kx̂k + K1x̂k−d





′ 



F ′

F ′
1

H ′



 (F F1 H)





x̂k + ek

x̂k−d + ek−d

Kx̂k + K1x̂k−d





=

(

zk

zk−d

)′ (
G′

G′
1

)

(G G1)

(

zk

zk−d

)

,

(43)
where

G = (F + HK F ), G1 = (F1 + HK1 F1). (44)

Theorem 4.1 Systems (19) are quadratically stable via dynamic output feedback in
the form of (41) if there exist matrices X11, X22 ∈ Rn×n, X1 ∈ R2n×2n, Y0 ∈ Rn×p,
Y, Y1 ∈ Rm×n and Z ∈ Rp×p such that the following LMI (45) and matrix equation
(46) are solvable

L(X, X1, Γ, Γ1, Ψ, Ψ1) < 0, (45)

CX22 = ZC, (46)

where

Γ =

(

AX11 + BY Y0C
0 AX22 − Y0C

)

, Γ1 =

(

A1X11 + BY1 0
0 A1X22

)

,

X =

(

X11 0
0 X22

)

, Ψ = (FX11 + HY FX22),

Ψ1 = (F1X11 + HY1 F1X22).

(47)

In this case, a dynamic output feedback controller can be given by (41) with

L = Y0Z
−1, K = Y X−1

11 , K1 = Y1X
−1
11 . (48)

Proof Similarly, we have that Z in non-singular from CX22 = ZC, then L, K, K1

can be given by (48). In this case, the matrix parameters in the resulting closed-loop
systems in the form of (1) satisfy the following conditions:

ÃX =

(

A + BK LC
0 A − LC

) (

X11 0
0 X22

)

=

(

AX11 + BKX11 LCX22

0 AX22 − LCX22

)

=

(

AX11 + BY LZC
0 AX22 − LZC

)

=

(

AX11 + BY Y0C
0 AX22 − Y0C

)

= Γ.

(49)
Similarly, we have

Ã1X = Γ1, GX = Ψ, G1X = Ψ1. (50)

Then it follows from Lemma 2.1 that the systems (1) with (42) and (48), that is, the
resulting closed-loop systems (19) and (41) with (48), are quadratically stable, which
completes the proof of Theorem 4.1.

Similar to Theorem 3.2, the following result can be obtained from Theorem 4.1 and
Lemma 3.1 directly.
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Theorem 4.2 Systems (19) are quadratically stabilizable by dynamic output feedback

law (41) if there exist matrices X11 ∈ Rn×n, X221 ∈ Rp×p, X222 ∈ R(n−p)×(n−p),
X1 ∈ R2n×2n, Y0 ∈ Rn×p, and Y, Y1 ∈ Rm×n such that the following LMI is solvable

L(X, X1, Γ, Γ1, Ψ, Ψ1) < 0, (51)

where Γ, Γ1, Ψ, Ψ1 are defined in the same way as those in (47),

X22 = V diag {X221, X222}V
′, X = diag {X11, X22}.

In this case, a dynamic output feedback controller can be given by (41) with

L = Y0UC0X
−1
221C0U

′, K = Y X−1
11 , K1 = Y1X

−1
11 . (52)

Remark 4.1 This section can be regarded as an extension of the results in Section 3.
In addition, this section presents a new approach to construction of dynamic output
feedback controller for a class of discrete-time nonlinear time-delay systems.

5 Numerical Examples

All the numerical examples in this section are computed via the MATLAB LMI Tool-
box [4].

The first example has been discussed by [17], where NLMIs are presented and no
explicit algorithms are given. We shall present quadratic stability via LMI using the
proposed explicit algorithms in this paper.

Example 5.1 [17] Consider the following unforced discrete-time systems:

zk+1 =

(

−0.5 −0.4
0.2 −0.6

)

zk +

(

0.3 0.1
−0.1 0.1

)

zk−2 + g(k, zk, zk−2), (53)

where g(k, zk, zk−2) = MF (k)(NAzk +Ndzk−2), M =

(

0.3
0.1

)

, NA = (0.15 0.1), Nd =

(0.2 0.1), F (k) is an uncertain matrix with an appropriate dimension and satisfying
F ′(k)F (k) ≤ I for all k.

Then we have

g′(k, zk, zk−2)g(k, zk, zk−2) = (NAzk + Ndzk−2)
′F ′(k)M ′MF (k)(NAzk + Ndzk−2)

≤ 0.1(z′k z′k−2)

(

N ′
A

N ′
d

)

(NA Nd)

(

zk

zk−2

)

.

(54)

That is, G =
√

0.1NA = (0.0474 0.0316), G1 =
√

0.1Nd(0.0632 0.0316) in (2). We
obtain a pair of solutions from LMI (5) with (4) as follows:

X =

(

9.8666 −0.7210
−0.7210 7.3597

)

, X1 =

(

4.2989 0.2233
0.2233 1.8045

)

. (55)

Therefore the systems (53) is quadratically stable.

The following example is a nonlinear system, we shall illustrate the construction of
state feedback.
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Example 5.2 Consider the following linear discrete-time systems with nonlinear per-
turbation:

xk+1 =

(

1 −0.6
0.4 0.5

)

xk +

(

0.5 0.2
0.6 0.4

)

xk−2 +

(

0.1 0.2
0 0.1

)

uk

+ M sin(NAxk + Ndxk−2 + NBuk),

(56)

where

M = (0.1 0.1)′, NA = (0.02 0.03), Nd = (0.02 0.01), NB = (2 1.5). (57)

Then it is easy to have F = µNA, F1 = µNd, H = µNB, µ =
√

0.02. Now a static
state feedback controller can be constructed by Corollary 3.1. A triple of matrix solutions
X , X1 and Y can be obtained from LMI (32) with (33) as follows:

X =

(

72.0747 −23.0754
−23.0754 93.6106

)

, X1 =

(

46.6402 12.4100
12.4100 21.4395

)

,

Y =

(

348.9366 −154.6649
−468.6426 208.1791

)

.

Then the control gain of controller (34) can be given as follows:

K = Y X−1 =

(

4.6818 −0.4981
−6.2863 0.6743

)

. (58)

The following example presents a very simple way of constructing both static output
feedback control law and dynamic output feedback control law based on measurable
output.

Example 5.3 Consider the systems (56) with the following output

yk = Cxk, (59)

where C = (1 0), and the constraint for nonlinear perturbation f(k, xk, xk−2, uk) is
defined by (20) with F , F1 and H presented by Example 5.2.

At first, we present a static output feedback control law in the form of (21) for Exam-
ple 5.3.

Similarly, the following matrix solutions can be obtained from LMI (38) with (39)

X11 = 35.1887, X22 = 16.6820, X1 =

(

17.5368 5.5927
5.5927 6.4090

)

,

Y =

(

129.7891
−174.3170

)

, Y1 =

(

123.5208
−165.2880

)

.

In this case, it follows from Theorem 3.2 that a static output feedback control law can
be given as follows:

uk = Kyk + K1yk−2 =

(

3.6884
−4.9538

)

yk +

(

3.5102
−4.6972

)

yk−2. (60)
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Then a dynamic output feedback controller can be constructed by means of Theorem 4.2.
To this end, the following solutions can be computed from LMI (51) and (47)

X11 = 103

(

1.4250 0.1199
0.1199 0.7585

)

, X221 = 216.5833, X222 = 229.0485,

X1 =







754.0081 265.3081 0.0611 0.1206
265.3081 240.4736 −0.6242 0.0052
0.0611 −0.6242 139.6342 70.6240
0.1206 0.0052 70.6240 64.9059






, Y0 =

(

155.7066
135.3971

)

,

Y = 103

(

6.1647 0.9422
−8.2406 −1.2733

)

, Y1 = 103

(

5.7601 2.1453
−7.7000 −2.8674

)

.

Then it follows from Theorem 4.2 that a dynamic output feedback controller can be given
in the form of (41) with the following gain matrices:

L =

(

0.7189
0.6252

)

, K =

(

4.2786 0.5660
−5.7178 −0.7751

)

,

K1 =

(

3.8556 2.2190
−5.1542 −2.9658

)

.

(61)

6 Conclusion

This paper has studied the problems of quadratic stability and quadratic stabilisation
problem for a class of discrete time-delay systems with nonlinear perturbations. It is
shown that the problems can be reformulated as convex optimization problems in the
form of LMI. The design technique in the existing literature has been improved and
generalized in this paper. This paper presents a unified way of designing quadratic state
feedback and output feedback laws for a class of perturbed discrete time-delay systems.
It is easy to see that the approach in this paper can be fully extended to systems with
multiple time-delays.
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1 Introduction

In many cases the motion of uncertain systems is successfully analysed in terms of the
development of ideas of direct Lyapunov method [1]. Recent surveys by Corless [2] and
Leitmann [3] of papers in this direction provide a comprehensive idea of what has been
done in the field of uncertain system investigations for the last decades. The aim of this
paper is to give an account of results of qualitative investigation of solutions to uncertain
systems with respect to the moving invariant set. To this end the method of matrix
Lyapunov functions is applied.

It should be noted that the investigation of uncertain system dynamics in terms of
matrix-valued functions allows the extension of the set of the direct Lyapunov method.

2 Statement of the Problem

2.1 Description of the system

We consider a mechanical system whose motion is modelled by the differential equations

dx

dt
= f(t, x, α), x(t0) = x0, (2.1)

c© 2003 Informath Publishing Group. All rights reserved. 191
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where x(t) ∈ Rn, t ∈ T0 = [t0,+∞), t0 ∈ Ti, Ti ⊆ R and f ∈ C(T0 × Rn × Rd, Rn).
The parameter α ∈ Rd, d ≥ 1, represents the “uncertainties” of the system under
consideration. Here and on it is assumed that the motion of system (2.1) described by

the solution x(t; t0, x0, α) , x(t, α) possesses the following properties.

(A1) for an open neighborhood D of the state x = 0, D ⊆ Rn

(a) system (2.1) has unique solution x(t; t0, x0, α) taking the value x0 for t = t0
for any (t0, x0, α) ∈ Ti ×D × S, S ⊂ Rd, S is a compact set;

(b) the motion x(t; t0, x0, α) of system (2.1) is defined and continuously (differ-
entiable) in (t, t0, x0) ∈ T0 × Ti ×D for any α ∈ S.

Note that the initial values x0 and the uncertainty parameters α may be related by
the correlations which ensure the presence of properties (A1) for the motions of system
(2.1).

Model (2.1) embraces many systems whose dynamics is modelled by ordinary differ-
ential equations with uncertain values of parameters.

According to Leitmann [4], Chen [5], etc., the parameter α:

(a) can represent an uncertain value of some parameter of the system or the outer
perturbation;

(b) can be a function mapping R into Rd and representing some parameter value
which is uncertainly time-varying or input effects;

(c) can be a function mapping T0 ×Rn into Rd and representing nonlinear elements
of the mechanical system in question whose exact description is difficult;

(d) can be just an index showing the existence of some uncertainties in the system;
(e) can be a combination of (a) – (c).

Let a function r = r(α) > 0 be given such that r(α) → r0 (r0 = const > 0) as
‖α‖ → 0 and r(α) → +∞ as ‖α‖ → +∞. In the Euclidean space (Rn, ‖ · ‖) the
moving set

A(r) = {x ∈ Rn : ‖x‖ = r(α)} (2.2)

is determined and the set A(r) is assumed non-empty for any (α 6= 0) ∈ S ⊂ Rd.

Definition 2.0 The solution x(t, α) of system (2.1) is called non-continuable, if for
any x(t, α) there is not a continuation, which would be different from x(t, α) on the
interval of definition J ⊂ T0 for all α ∈ S ⊆ Rd.

Definition 2.1 The set A(r) is called moving invariant set of system (2.1), if for
every x0 ∈ A(r) and all solutions x(t, α) = x(t; t0, x0, α) of system (2.1) determined on
some interval J ⊂ T0 and such that x(t0; t0, x0, α) = x0 for all (α 6= 0) ∈ S ⊂ Rd the
inclusion x(t, α) ∈ A(r) is satisfied for every t ∈ J .

2.2 Definitions

Taking into account the results of paper [6] and monograph [7] we shall formulate defi-
nitions necessary for the subsequent presentation.

Definition 2.2 The solutions of system (2.1) are

(a) stable with respect to the sets A(r) and Ti ⊂ R, iff given r(α) > 0, ε > 0 and
t0 ∈ Ti, given δ = δ(t0, ε) > 0 such that under the initial conditions

r(α) − δ < ‖x0‖ < r(α) + δ,
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the solution of system (2.1) satisfies the estimate

r(α) − ε < ‖x(t, α)‖ < r(α) + ε,

for all t ∈ T0 and all α ∈ S ⊆ Rd;
(b) uniformly stable with respect to the sets A(r) and Ti, iff the conditions of Defini-

tion 2.2(a) are satisfied and for any ε > 0 the corresponding maximal value δM
satisfying the conditions of Definition 2.2( ) is such that

inf [δM (t, ε) : t ∈ Ti] > 0;

(c) stable in the whole with respect to Ti, iff the condition of Remark 2.2 are satisfied
as well as the conditions of Definition 2.2( ) with the function

δM (t, ε) → +∞ as ε→ +∞, ∀ t ∈ Ti;

(d) uniformly stable in the whole with respect to Ti, iff the conditions of Defini-
tions 2.2(b) and 2.2(c) are satisfied.

Definition 2.3 For the solutions of system (2.1) the moving set A(r) is called

(a) attractive with respect to Ti, iff given function r(α) > 0 and t0 ∈ Ti, there exists a
δ(t0) > 0 and for any ζ > 0 a τ(t0, x0, ζ) ∈ [0,∞) exists such that the condition

r(α) − δ < ‖x0‖ < r(α) + δ

implies the estimate

r(α) − ζ < ‖x(t, α)‖ < r(α) + ζ

for all t ∈ (t0 + τ(t0, x0, ζ), +∞) and all α ∈ S ⊆ Rd;
(b) x0-uniformly attractive with respect to Ti, iff the conditions of Definition 2.3(a)

are satisfied and for any t0 ∈ Ti there exists a δ(t0) > 0 and for any ζ ∈ (0,+∞)
a τu(t0,∆(t0), ζ) ∈ [0,∞) exists such that

sup {τm(t0, x0, ζ) : r(α) − ∆ ≤ ‖x0‖ < r(α) + ∆} = τu(t0,∆(t0), ζ);

(c) t0-uniformly attractive with respect to Ti, iff the conditions of Definition 1.3(a)
are satisfied, there exists a ∆∗ > 0 and for any

(x0, ζ) ∈ {r(α) − ∆∗ ≤ ‖x0‖ < r(α) + ∆∗} × (0,+∞)

there exists a τu(Ti, x0, ζ) ∈ [0,+∞) such that

sup {τm(t0, x0, ζ) : t0 ∈ Ti} = τu(Ti, x0, ζ);

(d) uniformly attractive with respect to Ti, if conditions of Definitions 2.3(b) and
2.3(c) are satisfied or, what is the same, the conditions of Definition 2.3( ) are
satisfied and there exists a δ > 0 and for any ζ ∈ (0,+∞) a τu(Ti,∆, ζ) ∈ [0,∞)
exists such that

sup [τm(t0, x0, ζ) : (t0, x0) ∈ Ti × {r(α) − ∆ < ‖x0‖ < r(α) + ∆}] =

= τu(Ti,∆, ζ);

(e) the attraction properties 2.3(a) – 2.3(d) take place in the whole, if conditions of
Definition 2.3(a) are satisfied for any ∆(t0) ∈ (0,+∞) and any t0 ∈ Ti, if
r(α) → +∞ as ‖α‖ → +∞.

The expression “with respect to Ti” in Definitions 2.3 is omitted, iff Ti = R.
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Definition 2.4 For system (2.1) the moving set A(r) is called

(a) asymptotically stable with respect to Ti, iff it is stable with respect to Ti and
attractive with respect to Ti;

(b) equi-asymptotically stable with respect to Ti, if it is stable with respect to Ti and
x0-uniformly attractive with respect to Ti;

(c) quasi-uniformly asymptotically stable with respect to Ti, if it is uniformly stable
with respect to Ti and t0-uniformly attractive with respect to Ti;

(d) uniformly asymptotically stable with respect to the sets A(r) and Ti, if it is uni-
formly stable with respect to the sets A(r) and Ti and uniformly attractive with
respect to the sets A(r) and Ti;

(e) uniformly exponentially stable with respect to Ti, if given function r(α) and con-
stants β1, β2 and λ, there exists a δ > 0 such that the condition

r(α) − δ < ‖x0‖ < r(α) + δ

implies the estimate

r(α) − β1‖x0‖ exp[−λ(t− t0)] ≤ ‖x(t, α)‖ ≤

≤ r(α) + β2‖x0‖ exp[−λ(t− t0)] ∀ t ∈ T0, ∀ t0 ∈ Ti;

(f) exponentially stable in the whole with respect to Ti, if the conditions of Defini-
tion 2.4(e) are satisfied for r(α) → ∞, ‖α‖ → +∞ and δ → +∞.

The expression “with respect to Ti” in Definitions 1.4 is omitted, iff Ti = R.

3 Properties of Matrix-Valued Functions on the Moving Set

Under some assumptions it is possible to construct for system (2.1) a two-index system
of functions (see [8, 10])

U(t, x) = [uij(t, x)] , i, j = 1, 2, . . . , s. (3.1)

Here the elements uij ∈ C(T0 × Rn, R), for all i, j = 1, 2, . . . , s.
We construct by means of vector y ∈ Rs (y 6= 0) the scalar function

V (t, x, y) = yTU(t, x, )y, (y 6= 0) ∈ Rs. (3.2)

The total upper right Dini derivative of function (3.2) along solutions of system (2.1)
is defined by the formula

D+V (t, x, y) = yTD+U(t, x, )y, (y 6= 0) ∈ Rs. (3.3)

Here the upper right Dini derivative of the matrix U(t, x)

D+U(t, x) = lim sup
{

[U(t+ θ, x+ θf(t, x, α)) − U(t, x)]θ−1 : θ → 0+
}

is computed element-wise.
Further for the set A(r) moving in Rn we shall consider its moving σ-neighborhood

and the internal and external parts int A(r) and ext A(r), i.e. the sets

N(A, σ) = {x ∈ Rn : 0 < ρ(x,A) < σ},

where ρ(x,A) = inf
q∈A(r)

ρ(x, q) and σ is some number,

int A(r) = {x ∈ Rn : ‖x‖ < r(α)} and ext A(r) = {x ∈ Rn : ‖x‖ > r(α)} ,

respectively.
In view of results of the monograph [10] we shall cite the following definitions.
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Definition 3.1 The matrix-valued function U : R × Rn → Rs×s is called positive
semi-definite on Tτ = [τ,+∞), τ ∈ R with respect to the moving set A(r), if

(i) U is continuous in (t, x) ∈ Tτ ×N(A, σ),

U ∈ C
(

Tτ ×N(A, σ), Rs×s
)

;

(ii) U is nonnegative on N(A, σ):

yTU(t, x)y ≥ 0 ∀ (t, y) ∈ Tτ ×Rs and ∀x /∈ A(r);

(iii) U vanishes when x ∈ A(r).

Definition 3.2 (see [11]) The continuous function ϕ : [0, β] → R+ belongs to the
class K, i.e. ϕ ∈ K, if ϕ(0) = 0 and ϕ(u) is strictly increasing on [0, β].

Definition 3.3 The matrix-valued function U : R × Rn → Rs×s is called positive
definite on Tτ , τ ∈ R with respect to the moving set A(r), if conditions (i) – (iii) of
Definition 3.1 are satisfied and there exists a function a of classK satisfying the inequality

a(‖x‖) ≤ yTU(t, x)y, ∀ (t, y) ∈ Tτ ×Rs and ∀x /∈ A(r).

The expression “on Tτ” in Definition 3.3(a) is omitted, iff all conditions of these
definitions are satisfied for every τ ∈ R.

Definition 3.4 The matrix-valued function U : R×Rn → Rs×s is called decreasing
on Tτ with respect to the moving set A(r),

(i) U is continuous in (t, x) ∈ Tτ ×N(A, σ),

U ∈ C
(

Tτ ×N(A, σ), Rs×s
)

;

(ii) there exists a function b of class K satisfying the inequality

yTU(t, x)y ≤ b(‖x‖), ∀ (t, y) ∈ Tτ ×Rs and ∀x /∈ A(r);

(iii) U vanishes when x ∈ A(r).

The expression “on Tτ” in Definition 3.4 is omitted, iff the conditions of Definition 3.4
are satisfied for every τ ∈ R.

4 On Stability and Uniform Asymptotic Stability of Uncertain Systems

Theorem 4.1 Assume that in system (2.1) f(t, x, α) is continuous on T0×Rn×Rd

and the following conditions are satisfied

(1) for every α ∈ S ⊆ Rd there exists a function r = r(α) > 0 such that the set
A(r) is nonempty for all α ∈ S ⊆ Rd;

(2) there exists a matrix-valued function U ∈ C(T0 × Rn, Rs×s), U(t, x) is locally
Lipschitzian in x, the vector y ∈ Rs, s×s-matrices θ1(r) and θ2(r) are such that
(a) a(‖x‖) ≤ V (t, x, y) for ‖x‖ > r(α),

and
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(b) V (t, x, y) ≤ b(‖x‖) for ‖x‖ ≤ r(α),
where a and b are of class K;

(c) D+V (t, x, y)|(2.1) ≤ ϕT (‖x‖)θ1(r)ϕ(‖x‖)

if ‖x‖ > r(α) for all α ∈ S ⊆ Rd,
and
(d) D+V (t, x, y)|(2.1) = 0 iff ‖x‖ = r(α) for all α ∈ S ⊆ Rd,

(e) D+V (t, x, y)|(2.1) > ψT (‖x‖)θ2(r)ψ(‖x‖)

if ‖x‖ < r(α) for all α ∈ S ⊆ Rd,

where ϕT (‖x‖) =
(

ϕ
1/2
1 (‖x1‖), . . . , ϕ

1/2
s (‖xs‖)

)

, ϕi ∈ K,

ψT (‖x‖) =
(

ψ
1/2
1 (‖x1‖), . . . , ψ

1/2
s (‖xs‖)

)

, ψi ∈ K;

(3) there exist constant s× s -matrices θ1 and θ2 such that

(a)
1

2

(

θ1(r) + θT
1 (r)

)

≤ θ1 for all α ∈ S ⊆ Rd

and

(b)
1

2

(

θ2(r) + θT
2 (r)

)

≥ θ2 for all α ∈ S ⊆ Rd,

and moreover, θ1 is negative semi-definite and θ2 is positive semi-definite;
(4) for any r(α) > 0 and functions a(r) and b(r)

a(r) = b(r).

Then the set A(r) is invariant with respect to the solutions of system (2.1) and the
solutions of system (2.1) are stable with respect to the set A(r).

For the proof see [12].

4.1 Corollary

In cases when it is possible to construct scalar Lyapunov function for system (2.1) the
stability of solutions can be studied in terms of the following assertion.

Theorem 4.2 The set A(r) is invariant with respect to the solutions of system (2.1)
and the solutions of system (2.1) are stable with respect to the set A(r) if

(1) for every α ∈ S ⊆ Rd there exists a function r = r(α) > 0 such that r(α) → r0
(r0 = const > 0) as ‖α‖ → 0 and r(α) → +∞ as ‖α‖ → +∞;

(2) there exist scalar functions V ∈ C1(T0 × Rn, R+), W1 : Rn × Rd → R and
W2 : Rn ×Rd → R such that
(a) a(‖x‖) ≤ V (t, x) for ‖x‖ > r(α),
(b) V (t, x) ≤ b(‖x‖) for ‖x‖ ≤ r(α),

where a and b are of class K;
(c) DV (t, x)|(2.1) ≤W1(x, α) for ‖x‖ > r(α), α ∈ S ⊆ Rd,

(d) DV (t, x)|(2.1) = 0 iff ‖x‖ = r(α) for all α ∈ S ⊆ Rd,

(e) DV (t, x)|(2.1) ≥W1(x, α) for ‖x‖ < r(α), α ∈ S ⊆ Rd;

(3) there exist functions W 1(x) and W 2(x) such that

(a) W1(x, α) ≤W 1(x) < 0 for all α ∈ S ⊆ Rd,
(b) W2(x, α) ≥W 2(x) > 0 for all α ∈ S ⊆ Rd;

(4) for any r(α) > 0 and the functions a(r) and b(r)

a(r) = b(r).
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The assertion of Theorem 4.2 follows from Theorem 4.1.

4.2 Example

Considered is the uncertain equation

dx

dt
= x− f2(α)x3, x(0) 6= 0, (4.1)

where f(α) is the function of the uncertainty parameter α ∈ S ⊆ Rd, f(α) → f0
(f0 = const > 0) as ‖α‖ → 0 and f(α) → 0 as ‖α‖ → ∞.

Zero solution x = 0 of this equation is unstable by Lyapunov, since its first approxi-
mation

dx

dt
= x, x(0) 6= 0

has the eigenvalue λ = 1 > 0.
Let r(α) = (f(α))−1 > 0. It is clear that r(α) → r0 as α → 0 and r(α) → ∞ as

α→ ∞.
The set A(r) is

A(r) =

{

x : |x| =
1

f(α)

}

. (4.2)

We take V = x2 and compute

dV

dt
= 2x

dx

dt
= 2x2(1 − f2(α)x2).

Hence, it is clear

dV

dt
< 0 for |x| >

1

f(α)
, t ≥ 0,

dV

dt
= 0 for |x| =

1

f(α)
, t ≥ 0,

dV

dt
> 0 for |x| <

1

f(α)
, t ≥ 0.

Therefore, if f(α) satisfies the conditions lim
α→0

f(α) = f0 and lim
α→∞

f(α) = 0, then by

Theorem 4.2 the set A(r) is invariant with respect to the equation (4.1) and all solutions
of this equation are stable with respect to the set (4.2) in the sense of Definition 2.2(a).

Note that the equation (4.1) was considered in [13] for f2(α) = β2, β is a control
parameter.

Theorem 4.3 Assume that in system (2.1) f(t, x, α) is continuous on T0×Rn×Rd

and

(1) for any α ∈ S ⊆ Rd there exists a function r = r(α) > 0 such that the set A(r)
is nonempty for all α ∈ S ⊆ Rd;
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(2) there exists a matrix-valued function U ∈ C(T0 × Rn, Rs×s), U(t, x) is locally
Lipschitzian in x, the vector y ∈ Rs, s × s-matrices Φ1(r) and Φ2(r) are such
that
(a) a(‖x‖) ≤ V (t, x, y) for ‖x‖ > r(α),

and
(b) 0 < V (t, x, y) ≤ b(‖x‖) for ‖x‖ ≤ r(α),

where a and b are of class K;
(c) D+V (t, x, y)|(2.1) < ϕT (‖x‖)Φ1(r)ϕ(‖x‖) for ‖x‖ > r(α),

α ∈ S ⊆ Rd,
and
(d) D+V (t, x, y)|(2.1) = 0 iff ‖x‖ = r(α) for all α ∈ S ⊆ Rd,

(e) D+V (t, x, y)|(2.1) > ψT (‖x‖)Φ2(r)ψ(‖x‖) for ‖x‖ < r(α),

α ∈ S ⊆ Rd,
where

ϕT (‖x‖) =
(

ϕ
1/2
1 (‖x1‖), . . . , ϕ

1/2
s (‖xs‖)

)

, ϕi ∈ K,

ψT (‖x‖) =
(

ψ
1/2
1 (‖x1‖), . . . , ψ

1/2
s (‖xs‖)

)

, ψi ∈ K,

xs ∈ Rns , n1 + n2 + . . . ns = n;

(3) there exist constant s× s-matrices Φ1 and Φ2 such that

(a)
1

2

(

Φ1(r) + ΦT
1 (r)

)

≤ Φ1 for all α ∈ S ⊆ Rd,

(b)
1

2

(

Φ2(r) + ΦT
2 (r)

)

≥ Φ2 for all α ∈ S ⊆ Rd,

and moreover Φ1 is negative definite and Φ2 is positive definite;
(4) for any r(α) > 0 and the functions a(r) and b(r)

a(r) = b(r).

Then the set A(r) is invariant with respect to the solutions of system (2.1) and the
solutions of system (2.1) are uniformly asymptotically stable with respect to the set A(r).

For the proof see [14].

4.3 Corollary

Theorem 4.4 The set A(r) is invariant with respect to the solutions of system (2.1)
and the solutions of system (2.1) are uniformly asymptotically stable with respect to the
set A(r) if

(1) for every α ∈ S ⊆ Rd there exists a function r = r(α) such that r(α) → r0 if
‖α‖ → 0 and r(α) → +∞ if ‖α‖ → +∞;

(2) there exist scalar functions V ∈ C1(T0 × Rn, R+), W1 : Rn × Rd → R and
W2 : Rn ×Rd → R such that
(a) a(‖x‖) ≤ V (t, x) for ‖x‖ > r(α),
(b) V (t, x) ≤ b(‖x‖) for ‖x‖ ≤ r(α),

where a and b are of class K;
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(c) DV (t, x)|(2.1) ≤W1(x, α) for ‖x‖ > r(α), α ∈ S ⊆ Rd
,

(d) DV (t, x)|(2.1) = 0 iff ‖x‖ = r(α) for all α ∈ S ⊆ Rd,

(e) DV (t, x)|(2.1) ≥W1(x, α) for ‖x‖ < r(α), α ∈ S ⊆ Rd
;

(3) there exist functions W 1(x) and W 2(x) of definite sign in the sense of Lyapunov
such that
(a) W1(x, α) ≤W 1(x) < 0 for all α ∈ S ⊆ Rd

,

(b) W2(x, α) ≥W 2(x) > 0 for all α ∈ S ⊆ Rd
;

(4) for any r(α) > 0 and functions a(r) and b(r)

a(r) = b(r).

4.4 Examples

Example 4.4.1 Let the equations

dx

dt
= n(t)y +

(

1 −
1

a2
m2(α)(x2 + y2)

)

x(x2 + y2),

dy

dt
= −n(t)x+

(

1 −
1

a2
m2(α)(x2 + y2)

)

y(x2 + y2)

(4.3)

be given, where n(t) ∈ C(R,R), m(α) is the uncertainty function in system (4.3) with
the same properties that the function f(α) in Example 4.2.

Let r(α) = a
m(α) , α ∈ S ⊆ R. The set A(r) is determined as

A(r) =
{

x, y : (x2 + y2)1/2 = r(α)
}

. (4.4)

We take the function V in the form

V = x2 + y2.

Its derivative by virtue of equations (4.3) is

dV

dt
= 2

(

1 −
1

a2
m2(α)(x2 + y2)

)

(

x2 + y2
)2
.

Hence, it follows

dV

dt
< 0 for

(

x2 + y2
)1/2

> r(α), t ≥ t0,

dV

dt
= 0 for

(

x2 + y2
)1/2

= r(α), t ≥ t0,

dV

dt
> 0 for

(

x2 + y2
)1/2

< r(α), t ≥ t0.

It is easy to see that if the function m(α) satisfies the conditions lim
‖α‖→0

m(α) = m0

and lim
‖α‖→∞

m(α) = ∞, all conditions of Theorem 4.4 are satisfied and the set A(r) is

invariant for system (4.3) and all solutions of the system are uniformly asymptotically
stable with respect to the set A(r).
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Example 4.4.2 We consider the systems

dx

dt
= µx+ y − g(x, y, α)x(x2 + y2),

dy

dt
= µy − x− g(x, y, α)y(x2 + y2), α ∈ S ⊆ Rd,

(4.5)

where µ = const > 0, g(x, y, α) > 0 is a function characteristics of “uncertainties” of
system (4.5) (cf. [15]).

In system (4.5) we substitute the variables

x = −r cos θ, y = r sin θ

and reduce the system to the form

dr

dt
= µr − g(r, θ, α)r3,

dθ

dt
= 1, (4.6)

where
gm ≤ g(r, θ, α) ≤ gM (4.7)

for all (r, θ, α) ∈ R+ × [0, 2π]× S, gm < gM are given constants.
Note that the solution r = 0 of the first approximation equations (4.6) is unstable

in the sense of Liapunov, since the linear approximation
dr

dt
= µr has its eigen value

λ = µ > 0.
Together with system (4.6) consider function V = r2.
For derivative dV/dt by virtue of system (4.6) we get

dV

dt

∣

∣

∣

∣

(2.79)

= 2r
dr

dt
= 2r2[µ− g(r, θ, α)r2], α ∈ S ⊆ Rd. (4.8)

Hence it follows that if for any function g(r, θ, α) satisfying condition (4.7) the following
inequalities hold

dV

dt

∣

∣

∣

∣

(4.6)

< 0 for r2 >
µ

g(r, θ, α)
, t ≥ 0,

dV

dt

∣

∣

∣

∣

(4.6)

= 0 for r2 =
µ

g(r, θ, α)
, t ≥ 0,

dV

dt

∣

∣

∣

∣

(4.6)

> 0 for r2 <
µ

g(r, θ, α)
, t ≥ 0,

then the moving set

S∗(κ) =

{

r : r2 =
µ

g(r, θ, α)

}

, α ∈ S ⊆ Rd

is uniformly asymptotically stable.
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Further consider the motion of system (4.6) with respect to the domains

S1 = {r : r2 < H}, 0 < H <∞,

S2 = {r : r2 ≤ δ}, δ =

(

µ

gM

)1/2

,

S3 = {r : r2 ≥ η}, η =

(

µ

gm

)1/2

under restrictions (4.7).
Let the motion of system (4.6) begin outside the ring with radius r0 + σ, where

r0 =
(

µ
gm

)1/2

and σ is an arbitrary small constant value. Since

dV

dt

∣

∣

∣

∣

(4.6)

= 2µV − 4g(r, θ, α)V 2,

by Theorem 1 from [16] the interval of time for which the solutions of system (4.6) will
get to the moving surface

r2 =
µ

g(r, θ, α)

is estimated by the inequality

τ ≤

κ
∫

κ1

dc

2µc− 4gmc2
, (4.9)

where κ1 < κ, κ1 = 1
2 r

2, κ = 1
2 (r0 + σ)2. Estimate (4.9) implies

τ ≤
1

2µ
ln

∣

∣

∣

∣

(r0 + σ)2

r2
(r2 − r20)

2r0σ + σ2

∣

∣

∣

∣

.

Similarly we estimate the interval of time sufficient for solutions starting in the domain

r∗ − σ ≥ 0, where r∗ =
(

µ
gM

)1/2

, to get to the moving surface r2 = µ
g(r,θ,α) .

Note that the function g(r, θ, α), α ∈ S ⊆ Rd, is not assumed continuously differen-
tiable, therefore equation (4.6) is efficiently studied by qualitative technique whereas its
immediate integration is difficult.

5 Concluding Remarks

This investigation of uncertain system dynamics contributes to the well-known results
for this class of equations in several directions. First, it is shown that under certain
conditions the problem of qualitative analysis of solutions to the uncertain system is
reduced to the investigation of the property of having a fixed sign of special matrices
estimating the matrix-valued function and its total derivative along solutions of the
system under consideration. Second, non-smooth and non-differentiable functions may
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be used as the elements of the matrix-valued function. Note also that our results possess
a considerable potential for their extension to new classes of equations modelling the
dynamics of uncertain systems and in particular uncertain controlled systems.
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Abstract: A convective loop is a system in which a fluid circulates freely
inside a closed circular pipe. The circulating fluid works as a transport media
of heat from a source to a sink. First order lumped parameter modelling of this
system leads to a set of nonlinear ordinary differential equations. Depending
on heating rate this system can show chaotic behavior. In this paper, the
performance of nonlinear model predictive control is compared with other
conventional nonlinear control law and it is found that although a simple linear
or, nonlinear controller may stabilize the system, nonlinear model predictive
controller outperforms other controllers.

Keywords: Chaos; Lyapunov stability; nonlinear model predictive control.
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1 Introduction

Natural convection loops showing chaotic behavior are used in solar energy heating and
cooling systems, reactor, turbine, engine cooling systems, greenhouses, geothermal power
production and in process industries. Chaos in such convective loop systems in general
can be beneficial or detrimental depending on the process and the objective. Since it
is associated with vigorous change in states under nominal operating condition without
any change in input energy, it is beneficial for processes where mixing, heat transport
and chemical reactions are important. However due to the oscillation, chaos may lead
to vibrations and fatigue failure to the physical equipment, irregular and oscillation of
process operating conditions and increased drag of fluid flow systems. Ehrhard and
Müller [9] in their paper investigated natural convection in a closed loop. They first
developed a first principal model of the loop based on heat transfer law. They also
accounted for the nonsymmetric arrangement of heat sources and sinks. Finally the
model is reduced to a set of nonlinear ordinary differential equations. Then through
experimental and analytical data it is shown that this loop is characterized by nonlinear
effects and can show stable, unstable or, chaotic regimes based on the heating rate. The
model development and its analysis is further discussed in Section 2.3.

c© 2003 Informath Publishing Group. All rights reserved. 203
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Abed and Fu [1, 2] in their papers have shown ways for local stabilization of nonlinear
systems with Hopf and Stationary bifurcation. Sufficient conditions are also obtained
for the local stabilization of nonlinear systems whose linearization has a pair of simple,
nonzero imaginary eigenvalues. The greatest contribution in this area lies perhaps upon
Ott, et al. [21] who have shown that small time dependent perturbations can be effectively
used to convert a chaotic attractor to any of a large number of possible attracting time
periodic motions. The method utilizes delay coordinate embedding and can be used on
experimental situations where knowledge of the system dynamics are not available.

Like Ott, et al. [21], Singer, et al. [26] in their paper through experimental and sim-
ulation results have also shown how a simple low energy feedback controller like on-off
controller can stabilize a chaotic system. The developed control action is based on the
deviation of the vertical temperature difference from the equilibrium point which stabi-
lizes the states to their equilibrium points. Wang and Abed [30] have also suggested a
feedback control synthesis technique for relocating and ensuring stability of bifurcated
limit cycles to a convective loop problem. They showed that stability can be ensured in
several different ways, one of which is replacing the chaotic behavior by its equilibrium or,
replacing the limit cycle with a relatively small amplitude limit cycle. For this purpose
they have used a small washout filter to delay and to extinguish chaos in the model and
developed linear and nonlinear feedback control law. Recently Bošković and Krstić [5]
have investigated a thermal convective loop and developed a nonlinear feedback con-
trol law to achieve global stability using boundary control of velocity and temperature.
The nonlinear control law is developed based on the discretized model of nonlinear PDE
in space using the finite difference method and resultant high order system of coupled
nonlinear ODE’s.

In this paper, we will apply linear and nonlinear control law and investigate their
performance among each other. For this case it is found that proportional state feedback
control law with setpoint tracking (u = −k(x3 − x3e)) gives the best result where the
proportional constant can be found out by stability analysis of linearized model or LQR.
A nonlinear control law similar to the previous structure (u = −(x1 +x2)(x3−x3e)) gives
better result in terms of quick stabilization of the states to the desired setpoints (here,
the desired setpoints are the equilibrium points). This controller is equivalent to taking
−k(x) = x1 + x2 and depends a lot on the initial values of the states at the time when
the control law is applied. Nonlinear control law based on backstepping method is also
developed here which stabilizes the system but can not bring the states to the desired
equilibrium points. Other advanced control law like Nonlinear Model Predictive Control
(NMPC) stabilizes the system very efficiently compared to Linear MPC. Results from
these simulations are also included for comparision.

2 Process Description

The presence of chaos is very common in physical systems. It is desirable to reduce the
chaos so that system performance can be improved. We can do it in two ways (Ott, et
al. [21]). First make some large costly alteration to the system which completely changes
its dynamics to the desired dynamic behavior. Second improve performance by making
small time dependant perturbations in an accessible parameters. In this case chaotic
system holds advantage over other systems in that it can be made stable to any existing
orbit without much effort or alteration of the system.
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2.1 Definition of chaos

There is no universally agreed definition of chaos. Wang and Abed [30] defined chaos as
“an irregular, seemingly random, dynamic behavior of a deterministic system displaying
extreme sensitivity to initial condition” which most people accept as working definition.
It has two main parts: 1) the system is deterministic meaning that the system has no
irregular input; the chaotic behavior solely comes from the highly nonlinear nature of
the system, and 2) the system is extremely sensitive to the initial conditions. Usually
this kind of system has different stable region and can show periodic jump among these
states depending on the external condition.

2.2 Description of thermal convection loop model

Natural convection in a closed loop system consists of a heat source and several sinks
positioned above the source. The source and sink are connected by pipe forming at
least one closed loop system. The heat is transported from the source to the sink by
circulating fluid inside the loop. Unlike the forced convection (as in refrigerator), the heat
is transported by natural convection only. Solar heating system and nuclear reactors are
example of such system. For a detailed review of closed loop natural convection system,
(see [9, 11, 19, 32]).

Figure 2.1(a) shows a schematic diagram of the system. The sink and the source
are connected by a circular loop filled with an incompressible fluid which works as a
transporting media of heat from source to sink. The cross section, A of this loop is circular
and constant. The lower semicircle of the loop is heated by a hot fluid at a temperature
TH and the upper semicircle is cooled by a coolant at a temperature TC . The cooling and
heating zones are tilted by an angle δ from the symmetric position. If the temperature
difference ∆T = TH−TC is increased, the fluid is at first at no motion state. During this
stage, heat is transported by conduction only. As the heating rate is increased, a steady
state convection arises either in clockwise or counter-clockwise direction. If heating rate
is further increased, the steady state convection becomes unstable and shows oscillatory
and chaotic motion.

Figure 2.1. a) System, b) Bifurcation of the system depends on the heating

rate, β.
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2.3 First order model development

Assuming d << l, material and energy balance (see [9] for detail derivation) leads to the
following equations,

∂u

l∂ϕ
= 0,

ρ0
∂u

∂t
= −

∂p

l∂ϕ
− ρ(T )g sin(ϕ) − fw,

ρ0cp

{

∂T

∂t
+ u

∂T

l∂ϕ

}

− λ
∂2T

l2∂ϕ2
= hw[Tw(ϕ(T ) − T ] + qw(ϕ),

(2.3.1)

where

fw =
1

2
ρ0fw0u, (2.3.2a)

T (ϕ, t) = T0(t) +

∞
∑

n=1

{Sn(t) sin(nϕ) + Cn(t) cos(nϕ)}, (2.3.2b)

Q(ϕ) = Q0 +
∞
∑

n=1

{Qn sin(nϕ) + Rn cos(nϕ)},

=
1

ρ0cp

l{hwTw(ϕ) + qw(ϕ)}. (2.3.2c)

Introducing the dimensionless variables as follows,

Time, t′ =
hw0

ρ0cp

t, (2.3.3a)

x1 =
ρ0cp

lhw0
u, (2.3.3b)

x2 =
ρ0cp

hw0

γg

fw0l
S1, (2.3.3c)

x3 =
ρ0cp

hw0

γg

fw0l

{

ρ0cp

hw0
R1 − C1

}

, (2.3.3d)

where
γ = coefficient of thermal expansion,

cp = specific heat,

ρ0 = reference density,

λ = heat conductivity,

g = acceleration due to gravity,

hw = heat transfer coefficient = hw0

{

1 + K|x1|
1/3

}

.

(2.3.4)
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Neglecting higher order terms in equation (2.3.2),

T (ϕ, t) = T0(t) + S1(t) sin(ϕ) + C1(t) cos(ϕ),

Q(ϕ) = Q0 + Q1 sin(ϕ) + R1 cos(ϕ) =
1

ρ0cp

l{hwTw(ϕ) + qw(ϕ)}

and assuming that the heat transfer coefficient hw is constant i.e., K = 0, the parameters
S1, C1, R1 are found to be

C1(t) =
T (0◦, t) − T (180◦, t)

2
, (2.3.5a)

S1(t) =
T (90◦, t) − T (270◦, t)

2
, (2.3.5b)

R1 =
hw0

ρ0cp

TH − TC

2
, (2.3.5c)

where TH and TC are the temperature of the heating and cooling zone respectively.
Further assuming that there is no tilting between the heating and cooling zone i.e.,
δ = 0 and there is negligible heat transfer in the direction of the tube axis, the system
can be described by the following set of ordinary differential equations:

ẋ1 = α (−x1 + x2) ,

ẋ2 = −x2 − x1x3,

ẋ3 = x1x2 − x3 − β,

(2.3.6)

where,

α =
ρ0cp

hw0

fw0

2
, (2.3.7)

β =
γg

fw0l

(

ρ0cp

hw0

)2

R1 =
γg

fw0l

ρ0cp

hw0

TH − TC

2
. (2.3.8)

Here, α is comparable to the Prandtl number and β is the heating rate which is directly
proportional to the temperature difference ∆T and is equivalent to the Rayleigh number.
The states x1, x2 and x3 are proportional to the average cross sectional velocity inside the
loop, temperature difference along the horizontal direction and temperature difference
along the vertical direction. All of the states are measurable and hence available for
computation.

2.4 Open loop response

In the equation (2.3.6), α stands for Prandtl number and can be assumed constant. The
other parameter β stands for Rayleigh number which is proportional to the heating rate.
At equilibrium, ẋi’s are zero. Putting these values in equation (2.3.6) and solving them
the following two cases arise:

Case a: β ≤ 1, x1e = x2e = 0 and x3e = −β
In this case, the states are globally stable and converge to the equilibrium points
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Figure 2.2. Open loop response of the system for different β’s; Initial conditions

of the state variables are x10 = 4.0, x20 = −3.0 and x30 = 5.5, taken arbitrarily.

irrespective of the initial conditions. The state x1 i.e., average cross-sectional
velocity of the fluid is zero at equilibrium which means that the fluid is at no
motion state in this case and heat is transported from the source to the sink by
conduction only.

Case b: β > 1, x1e = x2e = ±
√

β − 1 and x3e = −1
In this case, the states have two equilibrium points. The fluid average velocity
may be clockwise or counter-clockwise. Heat is transported at this stage by con-
vection. Depending on the value of the parameter β the system may show stable
or unstable and chaotic behavior. This is because as heating rate is increased
fluid velocity is also increased and at higher value of β it becomes locally unsta-
ble and jumps from one equilibrium point to another from time to time making
the system chaotic.

The different cases are depicted in Figure 2.1(b). The open loop response for different
β are given in Figures 2.2(a – c). These figures show how the system responses to the
same initial condition with different β.

From Figure 2.2(d), it is obvious that at chaos the system has two different orbits.
Solution of x1 and x2 remains in this orbit but never becomes stable to any single
equilibrium point (see, Figure 2.2(c)). From the bifurcation diagram it is obvious that
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at some critical value of β the system starts showing chaotic behavior. To find out this
critical value we need to do stability analysis of the open loop system:

2.4.1 Stability analysis of the linearized open loop system for β > 1

If there is a nonlinear equation
ẋ = f(x)

then linearization of the above equation around the equilibrium point leads to the fol-
lowing equation

ẋ = Ax,

where

A =







∂f1

∂x1
· · · ∂f1

∂xn

...
. . .

...
∂fn

∂x1
· · · ∂fn

∂xn







is evaluated at equilibrium points. For the system to be stable all the eigenvalues of
the matrix A must have negative real parts. For the convective loop described by equa-
tion (2.3.6), the linearized equation becomes

ẋ = Ax,

where

A =





−α α 0
−x3 −1 −x1

x2 x1 −1





evaluated at equilibrium

=





−α α 0
1 −1 −

√
β − 1√

β − 1
√

β − 1 −1



 .

Here, the positive equilibrium values of x1 and x2 are taken for analysis with β > 1.
Making the real parts of the eigenvalues of the A matrix equal to zero leads to the
following relation1:

βcrit =
α(α + 4)

α − 2
.

So, if β is greater than this critical value then the system will show chaotic behavior. For
example for α = 4, the critical value of β is 16 over which the system is chaotic. Notice
that the critical value is found by linearization of the nonlinear system. So, in practice
the transition from stable to chaotic behavior will not happen exactly at this critical
value of β. In fact, there is a transition region where the system actually is semi-chaotic
meaning that it shows chaotic response initially and after some period the oscillation
decays resulting into settling down of the response to one of its stable equilibrium points.

3 Controlling Chaos

Unlike linear systems, control of nonlinear and chaotic system is difficult due to the heavy
computational duty which makes nonlinear control not feasible. Also, when the main

1All the eigenvalue analysis is done by using Maple V.
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Figure 3.1. Schematic diagram of closed loop system.

target is to keep the operating point steady, it often suffices to linearize the nonlinear
system around the operating point and apply linear control law.

Whenever any feedback control action is taken, the open loop system is changed to a
desired closed loop stable system (Figure 3.1). In the following sections several methods
for controlling chaos in the convective loop is discussed. For a review of different control
strategy of chaotic system and bifurcation control see [21, 26, 30, 3, 16, 1, 2, 14]. There
are several works on linear feedback control of chaotic system (see [30]). For different
well established nonlinear controller design technique see [13, 17, 25]. The main theme
is to set the control action to be a function of some observable state so that it can be
calculated and implemented. In case of convective loop, the parameter β (heating rate)
is proportional to the temperature difference in the vertical direction which is the state
x3. So the control action , u in the convective loop system is taken as the deviation of
heating rate from its nominal value

ẋ1 = α(−x1 + x2),

ẋ2 = −x2 − x1x3,

ẋ3 = x1x2 − x3 −β + u
︸ ︷︷ ︸

Total heating rate, U

.
(3.0.1)

3.1 Proportional controller

For the convective loop system the control action, u in equation (3.0.1) is taken as
proportional to the state, x3 i.e.,

u = −kx3.

Stability analysis of the closed loop system leads to the following relationship for the
linear system

β =
α(4 + α + 5k + αk + k2)

α − k − 2
.

This means that if the system were linear for α = 4, k = 2 would be sufficient for
stabilizing the system for any value of β. Since the system is highly nonlinear, feedback
gain k = 2 may not suffice for higher values of β. However for small β, small negative
feedback gain suffices to make the system steady [see, Figure 3.2]. However in this case
the system equilibrium point is not the same as the open loop system. The equilibrium
point of the average cross-sectional velocity is determined by ±

√
β − k − 1 and the final

fluid velocity stabilizes at this new equilibrium point instead of open loop equilibrium
point x2e = ±

√
β − 1. The heating rate does not remain the same as β instead it
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Figure 3.2. Closed loop response with proportional controller for k = 2 for

system with β = 20. The control is applied at time, t = 20.

becomes β − u where u is a constant value at steady state. This actually changes the
heating rate to some extent.

3.2 Setpoint tracking

This is same as the proportional controller but the control law is defined by

u = −k(x3 − x3e), (3.2.1)

where x3e is the open loop equilibrium point of the state, x3. The closed loop equilibrium
point is same as the open loop equilibria and the steady state value of the control action,
u is zero. This is given in the Figure 3.3.

3.3 Nonlinear control law: Lyapunov stability criterion

The main difficulties with designing a controller based on Lyapunov stability criterion is
in choosing the energy function. For this case the best candidate for the energy function
should be of the form:

V (x) = mx2
3 + nx2

1, m, n > 0, (3.3.1)

because of the fact that heating rate is proportional to x3 (vertical temperature difference)
and energy loss due to friction is proportional to x2

1. Here m and n are two proportional
constants which depends on the parameters used during conversion from PDE to ODE
of the system model. But this energy function is positive semi-definite. Nevertheless
using this “wrong” energy function, and Taylor series approximation to approximate√

β − u + 1 = f(u) ≈ a + bu, where a and b are linearization constants and truncating
constant terms in the final control law which accounts for lowering the heating rate
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Figure 3.3. Feed back control with reference point tracking; here, k = 2 for

system with β = 20.

(similar things are discussed in Section 3.4), we can finally come up with the following
control law2:

u = (x1 + x2)(x3 + 1). (3.3.2)

Surprisingly this control gives better stabilizing effect than that developed by backstep-
ping method as will be discussed next. But it depends greatly on the initial condition.
Simulation result is given in Figure 3.4.

As we said earlier that this control law is based on the “wrong” energy function
V (x). So why does it work then? The answer is that with so many assumption during
the development of the control law, the control law u is not associated with the positive
semi-definite energy function any more. Rather it belongs to some other unknown energy
function. If we take an energy function of the form V (z) = 1

2 (z2
1 + z2

2 + z2
3), where zi’s

are the transformed states for ż = f(z) with equilibrium points at the origin, it can be

shown that V̇ is negative provided that the open loop system is bounded (which is true
for this case without any external excitation even in unstable chaotic region).

3.4 Nonlinear control law: Back stepping method

The system

ẋ1 = α(−x1 + x2), (3.4.1)

ẋ2 = −x2 − x1x3, (3.4.2)

ẋ3 = x1x2 − x3 − β + u, (3.4.2)

2Detailed derivation is omitted here due to page constraints.
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Figure 3.4. Feed back control for system with β = 20: Lyapunov stability

criterion.

can be written in the following strict feedback system form:

ẋ1 = f(x1) + g(x1)ξ1, (3.4.4)

ξ̇1 = f1(x1, ξ1) + g1(x1, ξ1)ξ2, (3.4.5)

ξ̇2 = f2(x1, ξ1, ξ2) + g2(x1, ξ1, ξ2)u, (3.4.6)

where

f(x1) = −αx1, g(x1) = α, ξ1 = x2,

f1(x1, ξ1) = −x2, g1(x1, ξ1) = −x1, ξ2 = x3,

f2(x1, ξ1, ξ2) = x1x2 − x3 − β, g2(x1, ξ1, ξ2) = 1.

The first target is to stabilize the x1 sub-system defined by equation (3.4.4). Let the
Lyapunov function be V1 = 1

2 x2
1. Then

v̇1 =
∂V1

∂x1
ẋ1 = x1(−αx1 + αx2) = −αx2

1 + αx1x2.

Let us take the control law to be

x2 = φ(x1) = −ax1, a ∈ ℜ+. (3.4.7)

We have included an unknown parameter a in the control law φ(x1) which we will see
in the later section increases degree of freedom and will help removing singularity in the
final control law. For better flexibility and more degree of freedom we could also take
the following control law instead:

x2 = φ(x1) = −ax2b+1
1 , a > 0, b ≥ 0. (3.4.8)



214 AKM M. MURSHED, B. HUANG AND K. NANDAKUMAR

But the addition of parameter b increases complexity in the final control law and so we
assumed b = 0 for now. If necessary we can always come back and assume it to be
nonzero.

With this control law [equation (3.4.7)] the sub-system equation (3.4.4) becomes:

ẋ1 = −(a + 1)αx1 (3.4.9)

and the derivative of the energy function V becomes:

V̇ = −(a + 1)αx2
1, a, α > 0 (3.4.10)

which is negative definite. Hence the sub-system is globally asymptotically stable. The
energy function for the next sub-system equation (3.4.5) can be written as:

V2 = V1 +
1

2
[ξ1 − φ]2 =

1

2
x2

1 +
1

2
[x2 + ax1]

2. (3.4.11)

Then the control law that makes the derivative of V2 negative definite can be expressed
as

x3 = φ1 =
1

g1

[

∂φ

∂x1
(f + gξ1) −

∂V1

∂x1
g − k1(ξ1 − φ) − f1

]

= −
1

x1
[−a(−αx1 + αx2) − x1α − k1(x2 + ax1) + x2]

= −(aα − α − k1a) + (aα + k1 − 1)
x2

x1
, k1 > 0.

(3.4.12)

Similarly the final control law can be written as:

u =
1

g2

[

∂φ1

∂x1
(f + gξ1) +

∂φ1

∂ξ1
(f1 + g1ξ2) −

∂V2

∂ξ1
g1 − k2(ξ2 − φ1) − f2

]

= −(aα + k1 − 1)
x2

x2
1

(−αx1 + αx2) +
aα + k1 − 1

x1
(−x2 − x1x3)

− (x2 + ax1)(−x1) − k2

(

x3 + (aα − α − k1a) − (aα + k1 − 1)
x2

x1

)

− (x1x2 − x3 − β)

= (aα + k1 − 1)

(

α + k2 − 1 − α
x2

x1

)

x2

x1
︸ ︷︷ ︸

Singularity

+ (ax2
1 − (k2 − 1)x3 − k2(aα − α − k1) + β).

(3.4.13)

The above control law is not feasible in terms of implementation due to the first term
which has x1 in the denominator. So, whenever x1 goes near zero the control action
becomes very large. For example, with α = 4, a = 1, k1 = 1 and k2 = 2, the control
action rises to infinity making the system unstable. To evade this problem we have two
options in hand:

1. Switching to an alternative control law [e.g., u = −k(x3 + 1)] that can stabilize
the system to the desired setpoint whenever control action calculated from the
control law [equation (3.4.13)] exceeds a predefined boundary.

2. Choose the parameters a and k1 in such a way so that the term containing
singularity vanishes.
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Of the two options, the first option will always work as long as the alternative control
law works. For the second case we need to set the parameter values a and k1 so that the
terms containing x1 in the denominator vanishes away. For this purpose set

aα − k1 + 1 = 0 ⇒ k1 = 1 − aα. (3.4.14)

Since by assumption k1 should be a positive number, choose

a =
1

nα
, n > 1 (3.4.15)

which gives the final control law to be:

u = ax2
1 − (k2 − 1)x3 − k2(aα − α − k1) + β

⇒u =
1

nα
x2

1
︸ ︷︷ ︸

Nonlinear Part

−(k2 − 1)x3
︸ ︷︷ ︸

Linear Part

−k2

(

2

n
− α − 1

)

+ β

︸ ︷︷ ︸

Constant Part

. (3.4.16)

The final control law defined by equation (3.4.16) has three parts: Nonlinear, Linear and
Constant terms. If we take k2 = 1, the linear term vanishes away. From the simulation
result it is found that presence of this linear term enhances quick stability of the system

to the desired equilibrium points. So, it is better to choose

k2 > 1. (3.4.17)

The constant term however stabilizes the system in a slightly different manner. What
it does is that it reduces the heating rate β to the region where the overall open loop
system is stable. Since we want to keep the system in the region where the open loop
system is unstable and want to diminish the chaos, the constant term in the control law

does not serve our purpose. So, removing the constant part we have the following control
law which is actually perturbation around the nominal heating rate:

u =
1

nα
x2

1 − (k2 − 1)x3, n, k2 > 1. (3.4.18)

Notice that heating rate is proportional to x3. Also x1 denotes fluid velocity inside

the convective loop and hence energy loss due to the fluid flow is proportional to x2
1

[

hL = f LV 2

2gD

]

. So, the control law is actually an energy term which makes it physically

understandable. But with this truncated control law the question that immediately
comes into the mind is that “Does this truncated control law still makes the system
stable?”. To answer this question we have to analyze the stability of the closed loop

system with the truncated control law defined by equation (3.4.18). The energy function
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for the closed loop system with the full control law [equation(3.4.16)] is given by:

V3 = V2 +
1

2
[ξ2 − φ1]

2

=
1

2
x2

1 +
1

2
[x2 + ax1]

2 +
1

2
[x3 + aα − α − k1a]2

⇒ V̇3 =
[

(1 + a2)x1 + ax2 ax1 + x2 x3 + aα − α − k1a
]

×





−αx1 + αx2

−x2 − x1x3

x1x2 − x3 − β + u





= −(α + aα + k1a
2)x2

1 − k1x
2
2 − k2x

2
3

︸ ︷︷ ︸

negative

+ (k1k2 + k2α + k1k2a − k2 − β)x3 − 2k1ax1x2
︸ ︷︷ ︸

depends on the sign of x1 and x2

+ (1 − k1 − α + k1a)
︸ ︷︷ ︸

negative

β.

(3.4.19)

Here V̇3 has three terms as shown in equation (3.4.19): a negative quadratic term con-
sisting of x2

1, x2
2 and x2

3, a term containing x1x2 and x3 which depends on the sign
of the variable and a constant term. In the constant term 1 − k1 = 1

n
∈ (0, 1) and

k1a =
(

1 − 1
n
) 1

nα
∈ (0, 1). Usually the parameter α has value 4, which makes the term

(1 − k1 − α + k1a) negative. Nothing can be said about the other two terms containing
x1x2 and x3. But if we take a look at the simulation result it is found that except near
zero x1 and x2 have the same sign making −2k1ax1x2 negative and even in the extreme
conditions when x3 is negative making (k1k2 + k2α + k1k2a − k2 − β)x3 positive but
smaller than the other negative terms. This is due to the fact that though the system
shows chaotic behavior the states are always confined in a boundary. Hence the equilib-
rium points of the system are locally stable with this control action defined by equation
(3.4.18). For α = 4, k2 = 3 and n = 2 [k1 = 1 − 1/n = 0.5, a = 1/nα = 1/8], the
control law becomes:

u =
1

8
x2

1 − 2x3. (3.4.20)

With the same initial condition as before the response of the controlled system is given
in Figure 3.5.

3.5 Model predictive control (MPC)

In model predictive control3, a set of future control action including the current control
action is calculated based on the model of the system. That is why it is sometimes called
the model based predictive control. The model can be linear or non-linear. The main
purpose is to minimize an objective function (which is often a quadratic function of the
states and inputs) subject to the model equation and some physical constraints. For

3For a review of different model predictive control technique see [4, 6, 12, 24, 31, 23, 20, 7, 8, 22, 28, 18].
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Figure 3.5. Controlled system for β = 20: Back Stepping method.

linear time invariant model this problem can be solved to give a control law as a function
of current output and past input. For nonlinear case there is usually no explicit solution
of the minimization problem and one is forced to solve it numerically.

3.5.1 Nonlinear model predictive control (NMPC)

The objective of all control problem is to minimize the difference of output, y with the
desired value4, yref . One such objective function is

min
u,x1,... ,xn

J =

n
∑

i=1

γi[xi(t) − xi,ref ]T [xi(t) − xi,ref ]

+ γu[u(t) − uref ]T [u(t) − uref ] + γ∆u∆uT ∆u

(3.5.1)

subject to,
dx

dt
= f(x(t), u, t), (3.5.2)

where γ’s are penalty functions on xi’s and for the convective loop system

dx

dt
=















dx1

dt
dx2

dt
dx3

dt















=





−px1 + px2

−x1x3 − x2

x1x2 − x3 − R + u



 . (3.5.3)

4In convective loop problem, the desired reference points are the equilibrium points.
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Figure 3.6. Approximation of a function by three point collocation on one step

ahead prediction.

This minimization problem (3.5.1) has continuous nonlinear model constraint (3.5.2). To
solve this problem the continuous model constraint needs to be discretized. Any finite
element method can be used for this purpose:

1. using the conventional numerical method to predict future values e.g., Runge-
Kutta 23 method etc.

2. by converting dynamic constraints to algebraic constraints using
• Orthogonal Collocation Method;
• Galerkin method;
• Flatness based technique etc.

Of these methods only orthogonal collocation method will be applied on the convective
loop model to control chaos.

3.5.2 Orthogonal collocation method, prediction horizon 1

In the orthogonal collocation method, any function can be approximated by an interpo-
lating polynomials with nodes located at the roots of a set of orthogonal polynomials
(see [10, 29, 15, 6, 27] for detail), i.e.,

y(x) =

N+2
∑

i=1

biPi−1(x), (3.5.4)

where

Pm(x) =

m
∑

j=0

cjx
j (3.5.5)

is the m-th polynomial such that

b
∫

a

W (x)Pk(x)Pm(x) dx = 0, k = 0, 1, 2, . . . , m − 1.

Here, the polynomial m has m-roots in the interval [a, b] and thus users do not need to
pick the collocation points arbitrarily. This has advantage over the conventional colloca-
tion method where there is a good chance of poor choice of these nodes by inexperienced
users and thus bad approximation of the function. Typically, the integration range is
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taken as 0 to 1 to generalize the problem. Equations (3.5.4) and (3.5.5) can be combined
to give

y(xj) =

N+2
∑

i=1

dix
i−1
j . (3.5.6)

Derivatives can also be approximated by orthogonal polynomials and finally we get the
following forms

dy

dx
(xj) =

N+2
∑

i=1

di(i − 1)xi−2
j , (3.5.7)

d2y

dx2
(xj) =

N+2
∑

i=1

di(i − 1)(i − 2)xi−3
j . (3.5.8)

In matrix notation,

y = Qd,
dy

dx
= Cd,

d2y

dx2
= Dd,

where

Qji = xi−1
j ,

Cji = (i − 1)xi−2
j ,

Dji = (i − 1)(i − 2)xi−3
j .

(3.5.9)

Therefore,

dy

dx
= CQ−1y ≡ Ay, (3.5.10)

d2y

dx2
= DQ−1y ≡ By. (3.5.11)

For our case, the three point collocation method is used. The collocation points and the
A-matrices are given in the Table 3.1 and Table 3.2.

Table 3.1. Polynomial roots and the weighting functions.

N xj Wj

1 0.50000 00000 0.66666 66667

2
0.21332 48654
0.78867 51346

0.50000 00000
0.50000 00000

3
0.11270 16654
0.50000 00000
0.88729 83346

0.27777 77778
0.44444 44444
0.27777 77778
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Table 3.2. Matrices for orthogonal collocation found from equation (3.5.9).

N A

1





−3 4 −1
−1 0 1
1 −4 3





2







−7 8.196 −2.196 1
−2.732 1.732 1.732 −07321
0.7321 −1.732 −1.732 2.732
−1 2.196 −8.196 7







3











−13 14.79 −2.67 1.88 −1
−5.32 3.87 2.07 −1.29 0.68
1.5 −3.23 0 3.23 −1.5

−0.68 1.29 −2.07 −3.87 5.32
1 −1.88 2.67 −14.79 13











The matrices given in Table 3.2 for different collocation points are for interval [0, 1].
But the constraint equation (3.5.2) has the interval [0, ∆t], where ∆t is the sampling
interval. To account for it the following changes are made to convert the dynamic con-
straint into algebraic constraint:

dx

dt′
= f(x, u), t′ ∈ [0, ∆t′],

dx

dt
= Ax, t ∈ [0, 1],

⇒ Ax = ∆t′f(x, u).

(3.5.12)

To take into account the initial condition (i.e., previous control effects) the first row of
A-matrix needs to change so that it becomes,

A =











1 0 0 0 0
−5.32 3.87 2.07 −1.29 0.68
1.5 −3.23 0 3.23 −1.5

−0.68 1.29 −2.07 −3.87 5.32
1 −1.88 2.67 −14.79 13











. (3.5.13)

3.5.3 Orthogonal collocation method, prediction horizon > 1

Similar to the conversion of dynamic constraint to algebraic constraint for prediction
horizon one, when prediction horizon is greater than one, same equation (3.5.12) is used

Ãx = ∆t′F̃(x̃, u), (3.5.14)

where
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Figure 3.7. Polynomial approximation of a function using three point collocation

method with prediction horizon > 1.

Ã =





















A0

A

A
. . .

A

A





















, (3.5.15)

F̃(x̃, u) =



































xT
init

fT (xT
2∗, u0, t2)

fT (xT
3∗, u0, t3)

fT (xT
4∗, u0, t4)

fT (xT
5∗, u0, t5)

fT (xT
6∗, u1, t6)

fT (xT
7∗, u1, t7)

...
fT (xT

(4N)∗, uN−1, t4N )

fT (xT
(4N+1)∗, uN−1, t4N+1)



































(3.5.16)

and

x̃ =





















x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

x3,1 x3,2 x3,3

x4,1 x4,2 x4,3

...
...

...
x4N,1 x4N,2 x4N,3

x4N+1,1 x4N+1,2 x4N+1,3





















. (3.5.17)

Here, the first subscript denotes the collocation points in the time interval and the second

means state. Using the formulations stated in the equations (3.5.15) – (3.5.17) (see [12]

for detail) simulation was run for different prediction and control horizons.
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3.5.4 Simulation result for model predictive control

The performance of the controller based on linear or, nonlinear MPC depends on the
sampling time, ∆T , and the penalty of the state and input variables in the objective
function, γi’s. The system is highly nonlinear and shows the peculiarity of chaos and
bifurcation as is described in the Section 2.4. The fast dynamic system with highly
nonlinear behavior makes it difficult to laminarize (or, stabilize) the system using linear
model predictive controller. Surprisingly linear MPC with prediction horizon one gives
better control than with prediction horizon greater than one for the same sampling time.
It is evident from the fact that for this fast chaotic dynamic system a linear model with
smaller prediction horizon (Figure 3.8) can track the system better than that of a linear
model with large prediction horizon (Figure 3.9).

Figure 3.8. Linear MPC; Prediction Horizon = 1, Control Horizon = 1, ∆T = 1,

γ1 = γ2 = γ3 = γu = 1, γ∆u = 0.

In every case however the control action never comes to zero as in the nonlinear model
predictive control. The control action takes the higher limit and stays there which in
fact in most cases drags the system from the chaotic region to nonchaotic one and thus
making the system stable. However nonlinear MPC can stabilize the chaotic system very
well. The control action decays rapidly to zero (see Figures 3.10 – 3.12). The time for
stabilization depends greatly on the penalty functions on the states and input in the
objective function of the optimization problem (3.5.1) as well as the sampling rate5. The
input limit and its change depend on the constraint used in the minimization problem.
Thus in Figure 3.10 due to the input rate constraint limited to 5 control action does not
change instantly as in Figure 3.11 or, Figure 3.12 but it takes more time to stabilize the
system. So, less stabilization time comes at the cost of larger control energy.

5The time interval for implementing control action is also equal to the sampling rate.
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Figure 3.9. Linear MPC; Prediction Horizon = 5, Control Horizon = 2, γ1 =
γ2 = γ3 = 1, γu = γ∆u = 0, ∆T = 1.

Figure 3.10. Nonlinear MPC; Prediction Horizon = 5, Control Horizon = 2,

∆T = 1, γ1 = γ2 = γ3 = γu = 1, γ∆u = 0.
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Figure 3.11. Nonlinear MPC; Prediction Horizon = 5, Control Horizon = 2,

∆T = 0.5, γ1 = γ2 = γ3 = γu = 1, γ∆u = 0.

Figure 3.12. Nonlinear MPC; Prediction Horizon = 5, Control Horizon = 2,

∆T = 0.1, γ1 = γ2 = γ3 = 1, γu = γ∆u = 0.
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4 Conclusion

For this system Nonlinear Model Predictive Control (NMPC) outperforms other con-
troller in terms of stabilizing time and control action. One of its main disadvantage is
high computational time. With the advent of high performance computer however this
is not a major problem anymore. Another disadvantage of NMPC is that tuning of the
parameters in the objective functions has to be tried through a lot of simulations. Also
the model parameters (α and β) need to be correctly identified for the implementation
of the controller. Although computational time for Linear MPC is much smaller than
Nonlinear MPC, it cannot regulate the system to its desired setpoint unless the sampling
time is very small. Among others, linear state feedback controller with setpoint tracking
[equation (3.2.1)] and nonlinear controller based on Lyapunov Stability Criterion [equa-
tion (3.3.2)] also give better result than others in terms of stabilizing time and movement
rate of controller. Of these two, the linear controller is less sensitive to the initial condi-
tion i.e., the time when controller is implemented and gives less fluctuation in the control
action when measurement noise is present. The nonlinear controller stabilizes the system
very quickly but gives a lot of spikes in the control action if noise is present. In this case
we assumed that the states are measurable and available for calculation. If any state is
not measurable, then a nonlinear observer can be used to estimate the unknown states
and calculate the control law. In this case, the performance of the controller will depend
on the performance of the observer as well.
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Abstract: It is well-known that the Hamilton-Jacobi-Isaacs (HJI) equation
associated with a nonlinear H∞-optimal control problem on an infinite-time
horizon generally admits nonunique, and in fact infinitely many, viscosity so-
lutions. This makes it difficult to pick the relevant viscosity solution for the
problem at hand, particularly when it is computed numerically. For the finite-
horizon version of the problem, however, there is generally a unique viscosity
solution (under appropriate conditions), which brings up the question of ob-
taining the viscosity solution relevant to the infinite-horizon problem as the
limit of the unique solution of the finite-horizon one. This paper addresses
this question for nonlinear systems affine in the control and the disturbance,
and with a cost function quadratic in the control, where the control is not
restricted to lie in a compact set. It establishes the existence of a well-defined
limit, and also obtains a result on global asymptotic stability of closed-loop
system under the H∞ controller and the corresponding worst-case distur-
bance.
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1 Introduction

An approach toward solving the nonlinear H∞-optimal control problem is to treat it as
a zero-sum differential game (e.g. [1]), for which a sufficient condition for the existence
of a solution is expressed in terms of a Hamilton-Jacobi-Isaacs (HJI) equation. Such
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equations do not generally admit classical solutions, because the values of the corre-
sponding differential games are not smooth enough to satisfy the HJI equations in the
classical sense. Evans and Souganidis [5], and Bardi and Soravia [2] were among the
first to show that the values of certain classes of differential games are viscosity solutions
of the corresponding HJI equations. In the context of nonlinear H∞ control problems,
several authors have studied before the existence of a value function, and when the value
function is a viscosity solution of the corresponding HJI equation, the uniqueness of such
viscosity solutions (see [3, 4, 9 – 12]). But most of these studies have pertained to the a
priori assumption that control sets are bounded.

The system considered in this paper has the input-affine form, leading (along with a
quadratic-in-control cost function) to a Hamiltonian that is quadratic in both the control
and the disturbance. This structure allows us to establish a comparison theorem which
yields the uniqueness of the viscosity solution of the corresponding finite-horizon HJI
equation, and this solution in turn can be used to approximate the desired viscosity
solution of the corresponding infinite-horizon HJI equation. Thus one objective of this
paper is to establish the connection between two HJI equations, one of which has multiple
solutions and the other one has a unique solution which can be used to approach the
desired solution of the former. A second objective is to show connections between such
viscosity solutions and stabilizing feedback controller design. As indicated above, most
current work which relate to nonlinear H∞ control problems requires the control set to
be compact in order to prove the uniqueness of the viscosity solution of the corresponding
HJI equations (e.g. see [7, 9]). Clearly the boundedness assumption on the control space
could be overly restrictive, and is not convenient for technical approaches. In this paper,
such a restriction is relaxed and the uniqueness of HJI equations holds under standard
assumptions.

The paper is organized as follows. In Section 2, we present the problem formulation
and describe some necessary assumptions for the systems. In Section 3, we show that
the HJI equation in the finite-horizon case admits a viscosity solution. Section 4 proves
that the viscosity solution discussed in Section 3 is unique. In Section 5, we study how to
obtain the viscosity solution of the HJI equation of infinite-horizon case from the unique
solution of the finite-horizon one. An example is given in Section 6 to illustrate the main
result of the paper. Some final remarks in Section 7 conclude the paper.

2 Preliminaries and Assumptions

Consider a system of the input-affine form

dx

ds
= a(x) +B(x)u +D(x)w, x(t) = x0, (2.1)

where x(s) is the state vector with values in Rn, and u(s) is the control vector with values
in Rp. The other input, w(s) ∈ Rm, is the driving noise, which is an unknown L2[0,∞)
function; it represents modeling errors in a and other possible errors or inaccuracies in
the dynamics. Thus the system model (2.1) accommodates uncertainties.

We will assume that there exist positive constants Ka, KB, KD such that

|a(x) − a(y)| ≤ Ka|x− y| ∀x, y ∈ Rn,

|a(x)| ≤ Ka(1 + |x|) ∀x ∈ Rn,

|B(x) −B(y)| ≤ KB|x− y| ∀x, y ∈ Rn,

|D(x) −D(y)| ≤ KD|x− y| ∀x, y ∈ Rn,

(2.2)
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where the symbol | · | denotes the Euclidean norm. Since the state of the system probably
operates over some compact subset of Rn, we may only need (2.2) to hold on this compact
set as a, B, D can be extended to all of Rn.

Let the running cost be q(x) + uTR(x)u, where q(x) ≥ 0, ∀x ∈ Rn, and satisfies the
following bounds and growth conditions:

|q(x) − q(y)| ≤ Cq(1 + |x| + |y|)|x− y|, Cq ≥ 0.

For R(x), on the other hand, there exist positive constants k1, k2 such that for all x ∈ Rn

k1I
p×p ≤ R(x) ≤ k2I

p×p,

which in particular implies that R(x) is invertible for all x.
Further let the terminal state cost function be g(x), satisfying the bound

|g(x) − g(y)| ≤ Kg(r)|x − y|, ∀ |x| ≤ r, |y| ≤ r.

For a given tf > 0, we consider the lower-value function

V (t;x, tf ) = sup
w

inf
u
J

tf
γ (t, x, u, w), (2.3)

where J
tf
γ (t, x, u, w) = g(x(tf )) + L

tf
γ (t, x, u, w) and

Lτ
γ(t, x, u, w) =

τ
∫

t

(

q(x(s)) + uTR(x(s))u − γ2|w(s)|2
)

ds.

The corresponding Hamilton-Jacobi-Isaacs (HJI) equation is

−Vt(t;x, tf ) +H(x, V (t;x, tf )) = 0 and V (tf ;x, tf ) = g(x), (2.4)

where the Hamiltonian for this case is given by

H(x, p) : = − sup
w

inf
u
{q + uTRu− γ2wTw + pT [a+ Bu+Dw]}

= −q − pTa+
1

4
pT

(

BR−1BT −
1

γ2
DDT

)

p

with the assumption that for fixed x

|p| → ∞ implies |H(x, p)| → ∞. (2.5)

Remark 2.1 Let M be the space of all state-feedback controllers, i.e. measurable map-
pings from Rn into Rp. Then, the quantity we are really interested in (the one that is rele-

vant to nonlinearH∞ control) is in fact the upper value of the game: inf
M

sup
w
J

tf
γ (t, x, u, w).

Note, however, that since the Isaacs’ condition is satisfied, the Hamiltonian admits a
saddle-point solution, which makes the upper and lower values equal. In view of this,
we are allowed to work with the lower value of the game and thus avoid some technical
issues that arise in a direct study of the upper value of the game.
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3 Lower Value of the Differential Game and the Viscosity Solution

Lemma 3.1 Let V be defined as in (2.3). Then, for any 0 ≤ t ≤ τ ≤ tf , and with
x(t) = x,

V (t;x, tf ) ≥ sup
w

inf
u

{

Lτ
γ(t;x, u, w) + V (τ ;x(τ), tf )

}

.

If the upper value of the game is finite, then the above inequality becomes an equality.

Proof This involves a standard dynamic programming type argument in the context
of differential games.

Theorem 3.1 If in (2.3) V (·; ·, tf ) ∈ C([0, tf ] × Ω), then V is a viscosity superso-

lution of (2.4). Furthermore, if the upper value of the game, inf
M

sup
w
J

tf
γ (t;x, µ, w), is

finite, then V is a viscosity solution of (2.4).

Proof Suppose that to the contrary V is not a viscosity supersolution of (2.4). Then
there would exist an ε > 0, and a pair (t0, x0) ∈ [0, tf ]×Ω and a function Φ: [0, tf ]×Ω →
R such that V (·; ·, tf ) − Φ has a local minimum at (t0, x0), and

−Φt(t0, x0) +H(x0,Φx(t0, x0)) ≤ −ε.

By making use of (2.1), as t ↓ t0, we have

Φ(t0, x0) − Φ(t, x(t)) ≤ −ε(t− t0) + inf
u
Lt

γ(t0;x0, u, w).

Since (t0, x0) is a local minimizer of V (·; ·, tf ) − Φ, in a small neighborhood of (t0, x0),

V (t0;x0, tf ) − V (t;x, tf ) ≤ Φ(t0, x0) − Φ(t, x(t)).

Therefore we arrive at

V (t0;x0, tf ) ≤ sup
w

inf
u

{

Lt
γ(t0;x0, u, w) + V (t;x, tf )

}

− ε(t− t0),

which contradicts the statement of Lemma 3.1. For the case of viscosity subsolution, let
(t0, x0) ∈ [0, tf ] × Ω and Ψ ∈ C1([0, tf ] × Ω) be such that (t0, x0) is a local maximizer
of V − Ψ with V (t0;x0, tf ) = Ψ(t0, x0). By Lemma 3.1, for any t ∈ (t0, tf ],

Ψ(t0, x0) = V (t0;x0, tf ) ≤ sup
w

{

Lt
γ(t0, x0, u

∗, w) + V (t;x(t), tf )
}

, (3.1)

where u∗ = −R−1BT Ψx. Observing that {x(t, x0, u
∗, w)} is continuous in t, when t > t0

is sufficiently close to t0, we have

V (t0;x0, tf ) − V (t;x, tf ) ≥ Ψ(t0, x0) − Ψ(t, x(t, x0, u
∗, w)).

Divide (3.1) by t− t0, and let t ↓ t0, to obtain

sup
w

{

1

2
[q + (u∗)TRu∗ − γ2|w|2] + Ψt + ΨT

x (a+Bu∗ +Dw)

}

≥ 0
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which yields at (t, x) = (t0, x0)

Ψt + q + ΨT
x a−

1

4
ΨT

x

(

BR−1BT −
1

γ2
DDT

)

Ψx ≥ 0

that is to say, V is a viscosity solution of (2.4).

4 Uniqueness of the Viscosity Solution of (2.4)

In this section, we show that the viscosity solution of (2.4) is unique. Suppose that
V , W are a viscosity supersolution and a viscosity subsolution, respectively, of (2.4) on
QΩ

tf
= [0, tf ] × Ω. Furthermore, assume that

W ≤ V on ({t = tf} × Ω) ∪ ([0, tf ] × ∂Ω).

Lemma 4.1 Let R < ∞, and a function Λ ∈ C1(QΩ
tf

) be such that Λ ≥ 0 if

|x| ≥ R, and

Λt < 0 on( supp Λ)o ∩
(

QΩ
tf

)o
, (4.1)

where the superscript “o” indicates interior. Then W ≤ V on (supp Λ)o ∩ (QΩ
tf

)o.

Proof Suppose that (t0, x0) ∈ (supp Λ)o ∩ (QΩ
tf

)o such that

M0 = Λ(t0, x0)[W (t0, x0) − V (t0, x0)] = max
QΩ

tf

Λ(t, x)[W (t, x) − V (t, x)] > 0 (4.2)

since otherwise the result has already been established. Introduce a function Φε,δ : QΩ
tf
×

QΩ
tf

→ Rn by

Φε,δ = Λ(s, y)W (t, x) − Λ(t, x)V (s, y) −
1

2ε
|x− y|2 −

1

2δ
|t− s|2. (4.3)

Since Φε,δ is upper semicontinuous and Λ has a compact support, there exists (tδ, xε, sδ, yε)
∈ QΩ

tf
×QΩ

tf
such that

Φε,δ(tδ, xε, sδ, yε) = max
QΩ

tf
×QΩ

tf

Φε,δ(t, x, s, y). (4.4)

Let M ε,δ = Φε,δ(tδ, xε, sδ, yε), and consider 0 < ε2 ≤ ε1 and 0 < δ2 ≤ δ1. Then

M ε1,δ1 −

(

1

ε2
−

1

ε1

)

|xε2 − yε2 |
2

2
−

(

1

δ2
−

1

δ1

)

|tδ2 − sδ2 |
2

2

≥ Φε1,δ1(tδ2 , xε2 , sδ2 , yε2) −

(

1

ε2
−

1

ε1

)

|xε2 − yε2 |
2

2
−

(

1

δ2
−

1

δ1

)

|tδ2 − sδ2 |
2

2

= Λ(sδ2 , yε2)W (tδ2 , xε2 ) − Λ(tδ2 , xε2)V (sδ2 , yε2) −
1

2ε1
|xε2 − yε2 |

2
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−
1

2δ2
|tδ2 − sδ2 |

2 −

(

1

ε2
−

1

ε1

)

|xε2 − yε2 |
2

2
−

(

1

δ2
−

1

δ1

)

|tδ2 − sδ2 |
2

2

= Φε2,δ2(tδ2 , xε2 , sδ2 , yε2) = M ε2,δ2 .

Hence, we can see that (ε, δ) 7→ M ε,δ is nondecreasing. Let ε1 = 2ε, ε2 = ε and
δ1 = δ2 = δ; then

M2ε,δ −M ε,δ ≥
1

2ε

|xε − yε|2

2
. (4.5)

Note that M2ε,δ −M ε,δ → 0 as ε ↓ 0. Hence, (ε, δ) →M ε,δ is nondecreasing. Thus we
have

1

2ε
|xε − yε|

2 → 0 as ε ↓ 0. (4.6)

Similarly, we have
1

2δ
|tδ − sδ|

2 → 0 as δ ↓ 0. (4.7)

Since Λ has compact support, and (4.6), (4.7) hold, there exist sequences {εn} and {δm}
which converge to zero such that

xεn
→ x̂, yεn

→ x̂, as n→ ∞ (4.8)

and
tδm

→ t̂, sδm
→ t̂ as m→ ∞, (4.9)

where (t̂, x̂) ∈ QΩ
tf

. In fact it is easy to see that x̂ = x0, t̂ = t0. Note that under the

initial hypotheses, (t0, x0) ∈ (supp Λ)o ∩ (QΩ
tf

)o. Therefore, for sufficiently large n and

m, we have that (tδm
, xεn

), (sδm
, yεn

) ∈ (supp Λ)o ∩ (QΩ
tf

)o. Since the function

W (t, x) −
1

Λ(sδm
, yεn

)

[

Λ(t, x)V (tδm
, xεn

) +
1

2εn

|x− yεn
|2 +

1

2δm
|t− sδm

|2
]

(4.10)

attains its maximum at (t, x) = (tδm
, xεn

), by the definition of viscosity subsolution, we
have

Λt(tεn
, xεn

)V (tδm
, xεn

) + (tδm
− sδm

)/δm
Λ(sδm

, yεn
)

+H

(

xεn
,
Λx(tδm

, xεn
)V (tδm

, xεn
) + (xεn

− yεn
)/εn

Λ(sδm
, yεn

)

)

≤ 0.

(4.11)

Similarly, the function

V (s, y) −
1

Λ(tδm
, xεn

)

[

Λ(s, y)W (tδm
, xεn

) −
1

2εn

|xεn
− y|2 −

1

2δm
|tδm

− s|2
]

(4.12)

has a minimum at (sδm
, yεn

). Note that W (·, ·) is a supersolution, which results in

Λs(sδm
, yεn

)W (tδm
, xεn

) + (tδm
− sδm

)/δm
Λ(tδm

, xεn
)

+H

(

yεn
,
Λy(sδm

, yεn
)W (tδm

, xεn
) + (xεn

− yεn
)/εn

Λ(tδm
, xεn

)

)

≥ 0.

(4.13)
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Fix εn and let m→ ∞; (4.11) and (4.13) then imply that the sequence {(tδm
−sδm

)/δm}
is bounded. Thus there exists a converging subsequence, which we still denote by {(tδm

−
sδm

)/δm}. By (4.11) and assumption (2.5), we have that (xεn
−yεn

)/εn is also bounded.
Note that by (4.8) and (4.9), the difference between

H

(

xεn
,
Λx(tδm

, xεn
)V (tδm

, xεn
) + (xεn

− yεn
)/εn

Λ(sδm
, yεn

)

)

and

H

(

yεn
,
Λy(sδm

, yεn
)W (tδm

, xεn
) + (xεn

− yεn
)/εn

Λ(tδm
, xεn

)

)

approaches zero as m, n → ∞. Hence letting m → ∞ in both (4.11) and (4.13),
subtracting (4.13) from (4.11), and letting n→ ∞, leads to

−
Λt(t0, x0)[W (t0, x0) − V (t0, x0)]

Λ(t0, x0)
≤ 0. (4.14)

This, in turn, implies that Λt(t0, x0) ≥ 0, which contradicts the assumption of the lemma.
Therefore

max
QΩ

tf
×QΩ

tf

Λ(t, x)[W (t, x) − V (t, x)] ≤ 0 (4.15)

and this completes the proof of Lemma 4.1.

Now we are ready to state the following comparison theorem:

Theorem 4.2 If condition (4.1) holds, then we have

W ≤ V on QΩ
tf
. (4.16)

Proof We are interested in finding a function Λ such that the conditions of Lemma 4.1
are satisfied. A natural choice for this function is:

Λ(t, x) =











exp

{

R2

|x|2 −R2
− t

}

, |x| < R,

0, |x| ≥ R

. (4.17)

Suppose that there were (t0, x0, i0) ∈ QΩ
tf

such that

W (t0, x0) > V (t0, x0). (4.18)

Let R > |x0|, and Λ be as above. Clearly, (3.2) is satisfied under this specific choice of
Λ. Applying Lemma 4.1, we know that (4.18) could not hold. Therefore (4.16) must be
true.

Under our assumptions, the comparison theorem leads to uniqueness of the viscosity
solution of (2.4):
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Corollary 4.1 Let V , W be two viscosity solutions of (2.4) with boundary and ter-
minal conditions

V (t, x) = W (t, x) = ϕ(t, x) on [0, tf ] × ∂Ω,

V (tf , x) = W (tf , x) = g(x) on Ω.

Under assumptions (2.2) – (2.3) and (2.5), we have

V = W on [0, tf ] × Ω. (4.19)

5 Feedback Optimal Control

Letting V (t;x, tf ) denote the unique viscosity solution of (2.4), we consider in this section
the limit lim

tf→∞
V (t;x, tf ) provided that such a limit exits. Toward this end, we introduce

another HJI equation which corresponds to the infinite-horizon case:

H(x, V (x)) = 0, (5.1)

where H is as given in (2.5). Henceforth we denote the viscosity solution of (5.1) by V̂ .

Lemma 5.1 V̂ is a viscosity solution of (5.1) with x ∈ Ω if and only if

H(x, p(x)) = 0, (5.2)

for p ∈ D−V̂ (x), where

D−V̂ (x) :=

{

p ∈ Rn, lim inf
y→x

V̂ (y) − V̂ (x) − p(y − x)

|y − x|
≥ 0

}

.

Proof See page 80 of [7].

Theorem 5.1 Let g ≡ 0. Assume that V̂ is the smallest nonnegative viscosity
solution on any open bounded subset Ω ⊂ Rn with properties

(1) The state feedback controller

µ(x) = −
1

2
R−1(x)BT (x)p(x), p ∈ D−V̂ (x), (5.3)

is an admissible state feedback controller, that is, under it, the state equation
admits at least one solution in L2

loc(0,∞;Rn).
(2) There exists a nonnegative function ϕ : Ω → R, with ∇xϕ existing a.e. on Ω,

such that

∇xϕ = p, a.e. x ∈ Ω. (5.4)

(3) q(x(·)) ∈ L1(R+;R) implies x ∈ L2(R+;Rn).
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Then, under the feedback controller (5.3), the worst-case system trajectory generated
by

ẋ∗ = a(x∗) −
1

2
B(x∗)R−1(x)B(x∗)T p(x∗) +

1

2γ2
D(x∗)D(x∗)T p(x∗)

is globally asymptotically stable, i.e.

x∗ ∈ C(R+;Rn) ∩ L2(R+;Rn); lim
t→∞

x∗(t) = 0,

and for any w ∈ L2([0,∞);Rm) we have

t2
∫

t1

{

q(x) + µ(x)TR(x)µ(x) − γ2|w|2
}

dt+ ϕ(x(t2)) ≤ ϕ(x(t1)), (5.5)

where x satisfies
ẋ = a(x) +B(x)µ(x) +D(x)w. (5.6)

Proof By hypothesis (2) of the theorem, and Lemma 5.1, we have

q + ∇xϕ
T a−

1

4

(

∇xϕBR
−1BT∇xϕ−

1

γ2
∇xϕ

TDTD∇xϕ

)

= 0 a.e. x ∈ Ω. (5.7)

Note that
dϕ(x(t))

dt
= ∇xϕ

T
[

a(x) +B(x)µ(x) +D(x)w
]

(5.8)

and integrating (5.8) on (t1, t2), and making use of (5.7), we get

ϕ(x(t2)) +

t2
∫

t1

{

q(x) + µ(x)TR(x)µ(x) − γ2|w|2
}

ds

= ϕ(x(t1)) −

t2
∫

t1

∣

∣

∣

∣

γw(s) +
1

2γ
D(x(s))p(x(s))

∣

∣

∣

∣

2

ds ≤ ϕ(x(t1)).

Let t1 = 0, t2 = T , and note that by above inequality we have, for some constant C,

t
∫

0

q(x∗(s)) ds ≤ C, ∀T > 0.

In view of this, and hypothesis (3), we have x∗ ∈ L2([0,∞);Rn). Hence x∗(t) → 0 as
t→ ∞.

Theorem 5.2 Let V̂ be the smallest nonnegative viscosity solution of (5.1) and V be
the viscosity solution of (2.4) with g ≡ 0. Under the three hypotheses of Theorem 5.2,
we have:

(1) There exists a function ψ : Ω → R∪ {∞} such that ∀x ∈ Ω

V (0;x, tf ) ↑ ψ(x) as tf → ∞. (5.9)

(2) If the above convergence is uniform on compact subsets of Ω, then ψ = V̂ .



236 MINGQING XIAO AND T. BAŞAR

Proof (1) According to Theorem 3.1, we know that

V (0;x, tf ) = sup
w

inf
u
J tf (0;x, u, w). (5.10)

Note that V (0; ·, tf ) is monotonically nondecreasing with increasing tf , since the lower
value of the game J tf (0;x, ·, ·) defined on [0, tf ] cannot be larger than that of the one
defined on a longer interval, [0, tf ′ ], tf ′ > tf , as the maximizing player can always play
zero control on the subinterval [tf , tf ′ ]. According to the proof of Theorem 5.2, we have
V (0;x, tf ) = sup

w
inf
u
J tf (0;x, u, w) ≤ ϕ(x0). Hence there exists a function ψ such that

V (0;x, tf ) ↑ ψ(x) ∀x ∈ Ω. (5.11)

(2) For all x ∈ Ω and t ≥ −tf , introduce

V tf (t, x) = V (0;x, t+ tf ) (5.12)

and note that V tf is a viscosity solution of

−V
tf

t (t, x) +H(x, V tf (t, x)) = 0. (5.13)

Thus ψ is a continuous viscosity solution of (5.13) according to the uniform convergence
theorem of [7]. Since ψ is t-invariant, it is a continuous viscosity solution of

H(x, V (x)) = 0. (5.14)

The proof of Theorem 5.2 is thus complete.

6 Example

Revisiting the example in Chapter 4 of [1] (p. 170), consider the bilinear system

ẋ(t) = (u(t) + w(t))x(t), x(0) = x0, (6.1)

and the cost function

Jγ(x;u,w) =

∞
∫

0

{x2(t) + u2(t) − γ2w2(t)} dt.

The associated HJI equation is

−x2 +
1

4

(

1 −
1

γ2

)

V 2
x x

2 = 0 (6.2)

whose smallest nonnegative viscosity solution is

V̂ (x) =
2γ

√

γ2 − 1
|x| (6.3)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 3(2) (2003) 227–238 237

provided that γ > 1. It can be shown that V̂ is in fact the lower value of the game
Jγ(x, ·, ·) (e.g. see [11]), that is,

V̂ (x) = sup
w

inf
u
Jγ(x;u,w). (6.4)

The subdifferential D−V̂ (x) of V̂ is

D−V̂ (x) =
2γ

√

γ2 − 1

x

|x|
, x 6= 0. (6.5)

In this case, the function ϕ introduced in (5.4) is ϕ(x) = V̂ (x). According to Theo-
rem 5.1, the H∞ optimal state feedback controller is

µ(x) = −
γ

√

γ2 − 1
|x|. (6.6)

For any positive tf > 0, let

J tf (t, x;u,w) =

tf
∫

t

{

x2(s) + u2(s) − γ2w2(s)
}

ds.

The associated HJI equation

−Vt − x2 +
1

4

(

1 −
1

γ2

)

V 2
x x

2 = 0 (6.7)

with terminal condition Vt(tf ;x, tf ) = 0 has a unique viscosity solution according to
Corollary 4.1, and such a viscosity solution is also the lower value of the game with

cost function J tf (t, x; ·, ·). Theorem 5.2 assures V (0;x, tf ) → V̂ (x) as tf → ∞. This
conclusion, however, can also be verified directly by the Arzelá-Ascoli Theorem for this
particular example. Consider the system ẏ = (µ(y) + ν(y))y, y(0) = y, where µ(·) is as
given by (6.6), and ν(x) = 1

γ
√

γ2−1
|x|. Note that by the proof of Theorem 5.1, we have

|V (0, x; tf ) − V (0, y; tf)| = |ϕ(x) − ϕ(y) + ϕ(y(tf )) − ϕ(x(tf ))|

≤
γ

√

γ2 − 1
(|x− y| + |y(tf ) − x(tf )|)

≤
γ

√

γ2 − 1
C|x− y|, for some C > 0.

By the Arzelá-Ascoli Theorem, we have that V converges to V̂ uniformly on compact
sets.

7 Concluding Remarks

In this paper we have shown that for input-affine nonlinear systems the relevant viscosity
solution of the HJI equation associated with the infinite-horizon nonlinear H∞-optimal
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control problem can be obtained as the limit of the unique viscosity solution of the HJI
equation associated with a particular finite-horizon version, as the length of the time
interval goes to infinity. This result has been obtained without necessarily restricting
the control to a bounded set. Once such a viscosity solution is obtained, the resulting
unique H∞ controller makes the closed-loop system asymptotically stable under worst-
case disturbances. The result also extends to more general nonlinear systems, as long as
the underlying differential game admits a saddle-point solution.
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