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1 Introduction

During the last decades the state feedback control that meets desired performance and/or
robustness specifications has attracted a lot of researchers from the control community
and different types of controllers were proposed. The mixed H2/H∞ state feedback
controller belongs to this class of controllers and it consists of determining a state feedback
gain that achieves a certain nominal (suboptimal) performance measure subject to a
robustness constraint. This feedback controller satisfying simultaneously the H2 and
H∞ specifications is interesting since it gives robust stability and nominal performance.

Bernstein and Haddad [1] were the first to introduc the mixed H2/H∞ control problem.
Their approach consists of minimizing an auxiliary cost function subject to the H∞

norm constraint and this cost provides an upper bound on the H2 norm. The work
of Berstein and Haddad has been extended to other mixed H2/H∞ control problem
(see for instance the work in [2, 3]). For other related works on the design of H2/H∞

controllers by state feedback or output feedback, we refer the reader to Haddad, et al. [4],
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Limbeer, et al. [5], Mustapha [6], Rotea and Khargonekar [7] and Saberi, et al. [8] and
Leibfritz [14]. For results using the LMI formalism we quote the works of Geromel, et
al. [9], Giusto, et al. [10], Kaminer, et al. [11], Khargonekar and Rotea [12], and Rotea
and Khargonekar [13].

For the time-delay system there exists only one reference that deals with the ro-
bust mixed H2/H∞. This work was done by Kim [15]. The paper considers the norm
bounded uncertainties. The time was considered to be time-varying. Kim developed some
LMI-based sufficient conditions that solve the robust mixed H2/H∞ control problem for
uncertain linear systems with time-delay.

As it was mentioned by different papers reported in the literature, there exist some
plants that can not be modelled by deterministic time invariant model as it is the case
in the work of Kim due maybe to abrupt changes in the dynamics for instance or to any
equivalent phenomena that makes the dynamics switches instantaneously and randomly
between some finite number of models. This behavior was shown to be adequately
represented by the class of Markovian jumping parameters that has recently attracted
a lot of researchers due to its power to model different practical situations that the
standard time-invariant linear model doesn’t do. For more details of this class of systems
we refer the reader to Mariton [16] and the references therein. For the class of systems
with time-delay and all the connected works we refer the reader to Boukas and Liu [17].

The mixed H2/H∞ control for the class of linear systems with Markovian Jumping
parameters was studied by Costa and Marques for the discrete-time case [18] and Aliyu
and Boukas [19] for the continuous-time case. In these references, the given results are not
in LMI-based. The problem of H∞ control of the class of Markovian jumping parameters
systems with time-delay has been tackled by some authors among them we quote the
works of [17, 20, 21].

To the best of our knowledge, the mixed H2/H∞ control of the class of systems we
are considering in this paper has never been studied. The extension of the results on the
mixed H2/H∞ to the class of Markovian jumping parameters is of great interest for the
control community due to the importance of this class of systems in practice. The problem
we are addressing here consists of determining a mean-square stabilizing controller that
minimizes the upper bound of the H2 performance measure under the restriction that
the H∞ performance measure is less than a prescribed value γ > 0 for all ω ∈ L2[0,∞).
We are interested by LMI-based conditions that can be easily solved using the existing
LMI tools. In this paper we will address the design of mixed H2/H∞ controller with
or without uncertainties in the dynamics of the class of Markovian jumping parameters
with time-varying delay.

The rest of this paper is organized as follows. In Section 2, the problem is stated and
the goal of the paper is presented. In Section 3, the main results are given and they
include results on stochastic stabilizability and its robustness. A memoryless controller
is used in this paper and a design algorithm in terms of the solutions of linear matrix
inequalities is proposed to synthesize the controller gains we are using.

Notation. Throughout this paper, Rn and Rn×m denote, respectively, the n dimen-
sional Euclidean space and the set of all n×m real matrices. The superscript “⊤” denotes
matrix transposition and the notation X ≥ Y (respectively, X > Y ), where X and Y are
symmetric matrices, means that X − Y is positive semi-definite (respectively, positive
definite). I is the identity matrices with compatible dimensions. Y is a constant matrix
associated with the controller. E{·} denotes the expectation operator with respective to
some probability measure P . L2 is the space of integral vector over [0,∞). ‖ · ‖ will refer
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to the Euclidean vector norm whereas ‖ · ‖ denotes the L2-norm over [0,∞) defined as

‖f‖2 = E

[ ∞
∫

0

f⊤(t)f(t) dt
]

.

2 Problem Statement

Consider a hybrid linear continuous-time system with N modes, i.e., S = {1, 2, · · · , N}
and assume that the mode switching is governed by a continuous-time Markov process
{rt, t ≥ 0} taking values in the state space S and having the following infinitesimal
generator:

Λ = (λij), i, j ∈ S,

where λij ≥ 0, ∀ j 6= i, λii = −
∑

j 6=i

λij .

The mode transition probabilities are described as follows:

P [rt+∆ = j | rt = i] =

{

λij∆ + o(∆), j 6= i,

1 + λii∆ + o(∆), j = i,
(1)

where lim
∆→0

o(∆)/∆ = 0.

Let x(t) ∈ Rn be the physical state of the system, which satisfies the following dy-
namics:



















ẋ(t) = A(rt, t)x(t) + A1(rt, t)x(t − h(t)) + B(rt, t)u(t) + B1(rt)ω(t),

x(s) = φ(s),−τ ≤ s ≤ 0,

z1(t) = C1(rt)x(t) + D1(rt)u(t),

z2(t) = C2(rt)x(t) + D2(rt)u(t),

(2)

where u(t) ∈ Rm is the control input system, ω(t) ∈ Rl is the disturbance to be rejected
and/or reference to be tracked, which we assume to belong to L2[0,∞), zi(t) ∈ Rp,
i = 1, 2 is the controlled (regulated) signal, A(rt, t) = A(rt) + DA(rt)F1(rt, t)EA(rt) ∈
Rn×n, A1(rt, t) = A1(rt) + DA1(rt)F2(rt, t)EA1(rt) ∈ Rn×n, and B(rt, t) = B(rt) +
DB(rt)F3(rt, t)EB(rt) ∈ R

n×m with A(rt), A1(rt), B(rt), B1(rt), DA(rt), DA1(rt),
DB(rt), EA(rt), EA1(rt), and EB(rt), are known real matrices with appropriate di-
mensions for each rt ∈ S, and Fk(rt), k = 1, 2, 3 are unknown real time-varying matrices
with appropriate dimensions satisfying the following:

F⊤
k (rt, t)Fk(rt, t) ≤ I, ∀ rt ∈ S, (3)

h(t) > 0 represents the system delay, that satisfies 0 ≤ h(t) ≤ τ , ḣ(t) ≤ β < 1, and φ(t)
is a smooth vector-valued initial function in [−τ, 0].

The initial condition of the system is specified as (r0, φ(·)) with r0 is the initial mode
and φ(.) is the initial functional such that

x(s) = φ(s) ∈ L2[−τ, 0]
∆
= {f(·)|

∞
∫

0

f⊤(t)f(t) dt < ∞}.
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Remark 2.1 The uncertainties that satisfies the conditions (3) are referred to be ad-
missible. The uncertainties we are considering here are time and mode system dependent
only. The results we are developing here will remain valid for systems with uncertainties
that may depend on time, modes and states systems.

For system (2) with u(.)
∆
=0 for t ≥ 0, we have the following definitions:

Definition 2.1 System (2) with u(.)
∆
= 0, ∀ t ≥ 0 and all the uncertainties equal to

zero, is said to be

(i) stochastically stable (SS) if there exists a positive constant T (r0, φ(·)) such that
the following holds for any initial condition (r0, φ(.)):

E

[ ∞
∫

0

‖x(t)‖2 dt

∣

∣

∣

∣

r0, x(s) = φ(s), s ∈ [−τ, 0]

]

≤ T (r0, φ(·)); (4)

(ii) mean square stable (MSS) if the following holds for any initial condition (r0, φ(.)):

lim
t→∞

E‖x(t)‖2 = 0;

(iii) mean exponentially stable (MES) if there exist constants α(r0, φ(·)) > 0, β > 0
such that the following holds for any initial condition (r0, φ(.)):

E[‖x(t)‖2] ≤ α(r0, φ(·))e−βt. (5)

Obviously, MES implies MSS and SS.

Definition 2.2 System (2) with u(.)
∆
=0 for t ≥ 0, is said to be

(i) robustly stochastically stable (RSS) if there exists a positive constant T (r0, φ(·))
such that (4) holds for any initial condition (r0, φ(.)) and for all admissible un-
certainties;

(ii) robustly mean exponentially stable (RMES) if there exist constants α(r0, φ(·)) > 0,
β > 0 such that (5) holds for any initial condition (r0, φ(.)) and for all admissible
uncertainties.

Obviously, we can show that RMES implies RSS.
In the rest of this paper, we will be interested by the design of a state feedback control

law in the following form:

u(t) = K(rt)x(t), (6)

where x(t) is the system state, and K(i), i ∈ S is a constant gain matrix that has to be
determined and which constitutes one of our main goal in this paper.

In the rest of this paper, we will assume that we have complete access to the state
vector, x(t), and to the mode, rt at nay time t ≥ 0.

Definition 2.3 System (2) with all the uncertainties equal to zero, is said to be
stabilizable in the stochastic sense if there exists a control law of the form (6) such that
the closed-loop system is stochastically stable for any initial condition (r0, φ(.)).
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Definition 2.4 System (2) is said to be robustly stabilizable in the stochastic sense if
there exists a state feedback controller of the form (6) such that the closed-loop system
is robustly stochastically stable for any initial condition (r0, φ(.)) and for all admissible
uncertainties.

Remark 2.2 Notice that the stability in each mode doesn’t imply the stochastic sta-
bility of the global system. It is the same for the stabilization problem. The stability
and the stabilization problems of the class of system we are considering is not a trivial
one and more care should be taken when working with this class of systems.

The H2 performance and H∞ performance measures used in the rest of this paper are
defined as follows:

JH2 = E

[ ∞
∫

0

z⊤1 (t)z1(t) dt

]

: H2 performance measure, (7)

JH∞
= E

[ ∞
∫

0

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) dt

]

: H∞ performance measure. (8)

The goal of the mixed H2/H∞ control can be summarized as follows: Given the dy-
namical system (2) find a controller (6) that achieves the minimization of H2 performance
measure and satisfying H∞ norm bound within γ (a given real positive constant) for all
ω(t) ∈ L2[0,∞). In other words, the aim of the mixed H2/H∞ control is to minimize
the output energy of z1(t) and at the same time satisfy the prescribed H∞ norm bound
of the closed-loop system from ω(t) to z2(t).

Plugging the controller (6) in the dynamics (2) we get:






















ẋ(t) = AK(rt, t)x(t) + A1(rt, t)x(t − h(t)) + B1(rt, t)ω(t),

x(s) = φ(s), −τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(9)

where AK(rt, t) = A(rt, t)+B(rt, t)K(rt), C1K(rt) = C1(rt)+D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

Let us now give the following lemmas that we will use extensively in proving our
results in the rest of this paper. The proofs of the results of these lemmas can be found
in Boukas and Liu [17] or any equivalent reference.

Lemma 2.1 Let Y be a given symmetric and positive-definite matrix, x(t) and y(t)
be two given vectors of appropriate dimensions, and F (t) a matrix with appropriate di-
mension satisfying F⊤(t)F (t) ≤ I. Then, for any ǫ > 0 we have:

pm2x⊤(t)F (t)y(t) ≤ ǫx⊤(t)Y x(t) + ǫ−1y⊤(t)Y −1y(t), ∀ rt ∈ S.

Lemma 2.2 Let A, D, F , E be real matrices of appropriate dimensions with ‖F‖ ≤
1. Then, we have

(i) for any matrix P > 0 and scalar ε > 0 satisfying εI − EPE⊤ > 0,

(A + DFE)P (A + DFE)⊤ ≤ APA⊤ + APE⊤(εI − EPE⊤)−1EPA⊤ + εDD⊤; (10)

(ii) for any matrix P > 0 and scalar ε > 0 satisfying P − εDD⊤ > 0,

(A + DFE)⊤P−1(A + DFE) ≤ A⊤(P − εDD⊤)−1A +
1

ε
E⊤E. (11)
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Lemma 2.3 The linear matrix inequality
[

H S⊤

S R

]

> 0

is equivalent to
R > 0, H − S⊤R−1S > 0,

where H = H⊤, R = R⊤ and S is a constant matrix.

3 Main Results

The main goal of this paper is to develop an LMI-based design procedure for the mixed
H2/H∞ controller for the class of systems we are considering. The rest of this section
will treat the nominal system first and then consider the case of uncertain systems with
norm bounded uncertainties. In both cases, we will establish LMI-based conditions for
the mixed H2/H∞ controller design.

3.1 Nominal system

Let us now assume that the uncertainties in the dynamics (2) are equal to zero for all
time and for all modes. In this case, the previous closed-loop dynamics becomes:



















ẋ(t) = AK(rt)x(t) + A1(rt)x(t − h(t)) + B1(rt)ω(t),

x(s) = φ(s), −τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(12)

where AK(rt) = A(rt) + B(rt)K(rt), C1K(rt) = C1(rt) + D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

When the external disturbance ω(t) is equal to zero for all t ≥ 0, the following theorem
gives the conditions that controller (6) should satisfy to stabilize the class of systems
under consideration.

Theorem 3.1 Let the disturbance input be equal to zero, i.e. ω(t) = 0 for t ≥ 0.
The controller (6) is an H2 optimal controller satisfying the minimization of the H2

performance measure (7) if there exist symmetric and positive-definite matrices P =
(P (1), . . . , P (N)), Q and a controller gain K = (K(1), . . . , K(N)) that the following
holds for every mode i ∈ S:

Θ(i)
∆
=

[

J(i) P (i)A1(i)
A⊤

1 (i)P (i) −(1 − β)Q

]

< 0 (13)

with J(i) = A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q + C⊤
1K(rt)C1K(rt). The H2 per-

formance measure is bounded by a positive scalar, i.e.:

JH2 ≤ J⋆ ∆
=

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

. (14)
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Proof Let C[−τ, 0] be a space of continuous functions on the interval [−τ, 0] and for
any x(t), t ∈ C[−τ, 0], define ‖x‖ = sup

−τ≤s≤0
‖x(s)‖. Obviously, the evolution of x(t)

depends on x(s), t − τ ≤ s ≤ t, which means that {(x(t), rt), t ≥ 0} is not a Markov
process. To cast our model into the framework of Markov system, let us define a process
x(t) taking values in C[−τ, 0] by

xs(t) = x(s + t), t − τ ≤ s ≤ t

then, {(x(t), rt), t ≥ 0} is a strong Markov process. Consider now the Lyapunov func-
tional candidate with the following form:

V (x(t), rt) = x⊤(t)P (rt)x(t) +

t
∫

t−h(t)

x⊤(θ)Qx(θ) dθ, (15)

where P (rt) and Q are symmetric and positive-definite matrices.
Let A be the infinitesimal generator of the process {(x(t), rt), t ≥ 0}. Then, we get:

AV (x(t), rt) = ẋ⊤(t)P (rt)x(t) + x⊤(t)P (rt)ẋ(t) + x⊤(t)Qx(t)

− (1 − ḣ(t))x⊤(t − h(t))Qx(t − h(t)) +

N
∑

j=1

λrtjx
⊤(t)P (j)x(t)

= [(A(rt) + B(rt)K(rt))x(t) + A1(rt)x(t − h(t))]⊤P (rt)x(t)

+ x⊤(t)P (rt)[(A(rt) + B(rt)K(rt))x(t) + A1(rt)x(t − h(t))]

+ x⊤(t)Qx(t) − (1 − ḣ(t))x⊤(t − h(t))Qx(t − h(t))

+

N
∑

j=1

λrtjx
⊤(t)P (j)x(t)

which gives the following:

AV (x(t), rt) ≤ x⊤(t)

[

A⊤
K(rt)P (rt) + P (rt)AK(rt) + Q +

N
∑

j=1

λrtjP (j)

]

x(t)

+ 2x⊤(t)P (rt)A1(rt)x(t − h(t)) − (1 − β)x⊤(t − h(t))Qx(t − h(t))

Notice that (13) can be rewritten as follows:







A⊤
K(i)P (i) + P (i)AK(i) + Q +

N
∑

j=1

λijP (j) P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






+

[

C⊤
1K(i)
0

]

[C1K(i) 0] < 0

which gives in turn:







A⊤
K(i)P (i) + P (i)AK(i) + Q +

N
∑

j=1

λijP (j) P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






< 0.
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This implies that the system is stochastically stable under the control law (6) (see
Boukas and Liu [17] for the details of the proof).

Using now Dynkin’s formula, we get:

E[V (x(t), rt)] − V (x(0), r0) = E

[

t
∫

0

AV (x(s), rs) ds

]

.

Combining this with (13) we have:

E[V (x(tf ), rtf
)] − V (x(0), r0) ≤ E

[

tf
∫

0

ζ⊤(s)Θ(rs)ζ(s) ds

]

with ζ(s) =

[

x(s)
x(s − h(s))

]

.

Using the fact that system is stable, this implies the following when letting tf goes to
infinity:

E

[

∞
∫

0

z⊤1 (s)z1(s) ds

]

≤ V (x(0), r0)

= x⊤(0)P (r0)x(0) +

0
∫

−h(0)

x⊤(θ)Qx(θ) dθ,

i.e.:

‖z1‖ ≤

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

x⊤(θ)Qx(θ) dθ

]
1
2

which gives an upper bound for the H2 performance measure for the class of systems we
are dealing with. This ends the proof of Theorem 3.1.

Let us now put the condition of Theorem 3.1 in the LMI formalism since it is now
nonlinear in P (rt) and K(Rt). From (13) we get the following using Schur complement:















A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) P (i)A1(i) I C⊤
1K(i)

A⊤
1 (i)P (i) −(1 − β)Q 0 0

I 0 −Q−1 0

C1K(i) 0 0 −I















< 0.

Letting Q̄ = (1 − β)Q, the previous condition becomes:







A⊤

K(i)P (i)+P (i)AK(i)+
N
∑

j=1

λijP (j)+P (i)A1(i)Q̄−1A⊤

1 (i)P (i) I C⊤

1K(i)

I −Q−1 0

C1K(i) 0 −I






< 0.
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Letting now X(i) = P−1(i) and pre and post-multiplying the previous condition by
diag (X(i), I, I) we get:





J0(i) X(i) X(i)K⊤(i)D⊤
1 (i) + X(i)C⊤

1 (i)
X(i) −Q−1 0

D1(i)K(i)X(i) + C⊤
1 (i)X(i) 0 −I



 < 0

with J0(i) = X(i)A⊤
K(i) + AK(i)X(i) + X(i)

[ N
∑

j=1

λijX
−1(j)

]

X(i) + A1(i)Q̄
−1A⊤

1 (i).

Putting

U = Q−1

Y (i) = K(i)X(i)

Si(X) =
(

√

λi1X(i), . . .
√

λii−1X(i),
√

λiiX(i), . . . ,
√

λiNX(i)
)

Xi = diag (X(1), . . . , X(i − 1), X(i + 1), . . . , X(N))

and noticing that:

X(i)A⊤
K(i) = X(i)(A(i) + B(i)K(i))⊤ = X(i)A⊤(i) + Y ⊤(i)B⊤(i),

X(i)

[ N
∑

j=1

λijX
−1(j)

]

X(i) = λiiX(i) + Si(X)X−1
i S⊤

i (X)

the previous condition becomes:







J1(i) X(i) Y ⊤(i)D⊤
1 (i) + X(i)C⊤

1 (i) Si(X)
X(i) −U 0 0

D1(i)Y (i) + C1(i)X(i) 0 −I 0
S⊤

i (X) 0 0 −Xi






< 0

with

J1(i) = X(i)A⊤(i) + A(i)X(i) + Y ⊤(i)B⊤(i)

+ B(i)Y (i) + λiiX(i) + (1 − β)−1A1(i)UA⊤
1 (i).

This condition can be solved using the LMI toolbox of Matlab or any equivalent tool
to get the controller gain, K(rt) for every rt ∈ S.

Let us now consider that the external disturbance is not equal to zero. The controller
(6) in this case is a H∞ controller and the following theorem gives the associated results.

Theorem 3.2 Let γ be a given positive constant. The controller (6) will stabilize
the system and guarantee the disturbance rejection of level γ for all ω(t) ∈ L2[0,∞) if
there exist symmetric and positive-definite matrices P = (P (1), . . . , P (N)) and Q, and
a controller gain K = (K(1), . . . , K(N)) such that the following holds for every i ∈ S:

ΘH∞
=





J̃2(i) P (i)A1(i) P (i)B1(i)
A⊤

1 (i)P (i) −(1 − β)Q 0
B⊤

1 (i)P (i) 0 −γ2I



 < 0 (16)
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with J̃2(i) = A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q + C⊤
2K(i)C2K(i). In this case we

have:

‖z2‖ =

[

γ2‖ω‖2 + x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

. (17)

Proof To prove this theorem, let us assume that the controller exists and show that
it stochastically stabilizes the class of system we are considering. For this purpose notice
that (16) implies the following:

[

J̃2(i) P (i)A1(i)
A⊤

1 (i)P (i) −(1 − β)Q

]

< 0. (18)

This inequality can be rewritten as:







A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q






+

[

C⊤
2 (i)
0

]

[C2(i) 0] < 0

which gives in turn:





A⊤
K(i)P (i) + P (i)AK(i) +

N
∑

j=1

λijP (j) + Q P (i)A1(i)

A⊤
1 (i)P (i) −(1 − β)Q



 < 0.

This implies in turn that the system is stochastically stable under the controller (6)
(for more details on the rest of the proof, we refer the reader to Boukas and Liu [17]).

Let us now, show that the HH∞
performance measure is bounded. For this purpose,

let us define the performance function:

JT = E

[

T
∫

0

(

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t)
)

dt

]

.

To prove that HH∞
performance measure is bounded, it suffices to establish

J∞ ≤ V (x(0), r0) = x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ(s)Qφ(s) ds.

Using Dynkin’s formula, we have

E

[

T
∫

0

AV (x(t), rt)] dt

]

= E[V (x(T ), rT )] − V (x(0), r0),

where V (x(t), rt) is given by equation (15).
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Noticing that:

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) = x⊤(t)C⊤
2K(rt)C2K(rt)x(t) − γ2ω⊤(t)ω(t)

and

AV (x(t), rt)] ≤ x⊤(t)

[

A⊤
K(rt)P (rt) + P (rt)AK(rt) + Q +

N
∑

j=1

λijP (j)

]

x(t)

+ 2x⊤(t)P (rt)A1(rt)x(t − h(t)) + 2x⊤(t)P (rt)B1(rt)ω(t)

− (1 − β)x⊤(t − h(t))Qx(t − h(t))

we get:

z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) + AV (x(t), rt) ≤ η⊤(t)ΘH∞
(rt)η(t),

where η⊤(t) =
(

x⊤(t) x⊤(t − h(t)) ω⊤(t)
)

. Therefore,

JT = E

[

T
∫

0

[z⊤2 (t)z2(t) − γ2ω⊤(t)ω(t) + AV (x(t), rt)] dt

]

− E

[

T
∫

0

AV (x(t), rt)] dt

]

≤ E

[

T
∫

0

η⊤(t)ΘH∞
(rt)η(t) dt

]

− E[V (x(T ), rT )] + V (x(0), r0).

(19)

Since ΘH∞
(i) < 0 and E[V (x(T ), rT )] ≥ 0, (19) implies

JT ≤ V (x(0), r0),

yielding

J∞ ≤ V (x(0), r0),

i.e.,

‖z2‖
2
2 − γ2‖w‖2

2 ≤ x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds.

This yields

‖z2‖
2
2 ≤ γ2‖w‖2

2 + x⊤
0 P (r0)x0 +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds,

which gives the bound we are looking for.
This ends the proof of Theorem 3.2.
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In a similar way we can put the condition (16) in the LMI formalism in the design
parameters. The new conditions becomes:










J2(i) X(i) B1(i) Y ⊤(i)D⊤
2 (i) + X(i)C⊤

2 (i) Si(X)
X(i) −U 0 0 0
B⊤(i) 0 −γ−2I 0 0

C2(i)X(i) + D2(i)Y (i) 0 0 −I 0
S⊤

i (X) 0 0 0 −Xi











< 0 (20)

with

J2(i) = X(i)A⊤(i)+A(i)X(i)+Y ⊤(i)B⊤(i)+B(i)Y (i)+λiiX(i)+(1−β)−1A1(i)UA⊤
1 (i).

Notice that in (14) and (31) we have the following common term:

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

that we should minimize to guarantee good performances. By doing so, simultaneously
we will guarantee a minimum upper bound for the H2 performance measure and a good
disturbance rejection with a level γ for all ω(t) ∈ L2[0,∞). Before giving the optimization
problem that will allow us to reach our goal, let us formulate the cost function.

First of all, notice that x⊤(0)P (i)x(0) for all i ∈ S can be bounded by a real positive
constant that we should minimize:

x⊤(0)P (i)x(0) ≤ α

with α = max(x⊤(0)P (1)x(0), . . . , x⊤(0)P (N)x(0)); which we can rewrite as follows:

−α + φ⊤(0)X−1(i)φ(0) < 0,

where X(i) = P−1(i).
This can be rewritten in matrix form as:

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0. (21)

For the second term of the common term for the two performance measures, notice
that:

0
∫

−h(0)

φ⊤(s)Qφ(s) ds =

0
∫

−h(0)

tr
(

φ⊤(s)U−1φ(s)
)

ds

= tr
(

NN⊤U−1
)

= tr
(

N⊤U−1N
)

< tr (Q)

with NN⊤ =
0
∫

−h(0)

φ(s)φ⊤(s) ds. This gives:

−Q1 + N⊤U−1N < 0.

In matrix form we get:
[

−Q1 N⊤

N −U

]

< 0. (22)

The following theorem gives the optimization that we could solve to get the controller
gain.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 3(2) (2003) 119–137 131

Theorem 3.3 Let γ be a given positive constant. If there exist symmetric and
positive-definite matrices X = (X(1), . . . , X(N)), U and Q and a positive scalar α,
and a matrix Y = (Y (1), . . . , Y (N)), solution of the following optimization problem:

min
(

α + tr (Q)
)

s.t :







J1(i) X(i) Y ⊤(i)D⊤
1 (i) + X(i)C1(i) Si(X)

X(i) −U 0 0
C1(i)X(i) + D1(i)Y (i) 0 −I 0

S⊤
i (X) 0 0 −Xi






< 0, (23)











J2(i) X(i) B1(i) Y ⊤(i)D⊤
2 (i) + X(i)C⊤

2 (i) Si(X)
X(i) −U 0 0 0
B⊤

1 (i) 0 −γ−2I 0 0
C2(i)X(i) + D2(i)Y (i) 0 0 −I 0

S⊤
i (X) 0 0 0 −Xi











< 0,
(24)

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0, (25)

[

−Q1 N⊤

N −U

]

< 0, (26)

then the controller (6) is a mixed H2/H∞ controller satisfying the control objective (8).
The controller gain is given by K(rt) = Y (rt)X

−1(rt), for every mode rt ∈ S.

This theorem gives a procedure to design the mixed H2/H∞ controller for the nominal
class of systems we are dealing with. The optimization that we propose is a convex one
that we can solve using the existing tools like the one of Matlab or any equivalent one.

In the next subsection we will see how we can modify the results on this subsection
to handle the case of uncertain systems.

3.2 Uncertain system

Let us now assume that uncertainties are not equal to zero and suppose that they satisfy
the conditions (3). In this case the closed-loop dynamics becomes:



















ẋ(t) = AK(rt)x(t) + A1(rt, t)x(t − h(t)) + B1(rt)ω(t),

x(s) = φ(s),−τ ≤ s ≤ 0,

z1(t) = C1K(rt)x(t),

z2(t) = C2K(rt)x(t),

(27)

where AK(rt) = A(rt, t)+B(rt, t)K(rt), C1K(rt) = C1(rt)+D1(rt)K(rt) and C2K(rt) =
C2K(rt) + D2(rt)K(rt).

If we apply the results of Theorem 3.1 to the uncertain system (27), we get:

[

J(rt, t) P (rt)A1(rt, t)
A⊤

1 (rt, t)P (rt) −(1 − β)Q

]

< 0
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with J(rt, t) = A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) +

N
∑

j=1

λrtjP (j) + Q + C⊤
1K(rt)C1K(rt).

This gives in turn the following:

J(rt, t) + (1 − β)−1P (rt)A1(rt, t)Q
−1A⊤

1 (rt, t)P (rt) < 0 (28)

since

A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) = A⊤

K(rt)P (rt) + P (rt)AK(rt)

+ 2P (rt)∆A(rt, t) + 2P (rt)∆B(rt, t)K(rt)

using Lemma 2.1, we get:

A⊤
K(rt, t)P (rt) + P (rt)AK(rt, t) ≤ A⊤

K(rt)P (rt) + P (rt)AK(rt)

+ εAP (rt)DA(rt)D
⊤
A(rt)P (rt) + ε−1

A E⊤
A (rt)EA(rt)

+ εBP (rt)DB(rt)D
⊤
B(rt)P (rt) + ε−1

B K⊤(rt)E
⊤
B (rt)EB(rt)K(rt).

For the term (1 − β)−1P (rt)A1(rt, t)Q
−1A⊤

1 (rt, t)P (rt) notice that using Lemma 2.2,
we have:

A1(rt, t)Q
−1A⊤

1 (rt, t) ≤ A1(rt)Q
−1A⊤

1 (rt) + A1(rt)Q
−1E⊤

A1
(rt)

×
(

εA1I − EA1(rt)Q
−1E⊤

A1
(rt)

)−1

EA1(rt)Q
−1A⊤

1 (rt) + εA1DA1(rt)D
⊤
A1

(rt)

which gives the following when we replace Q−1 by (1 − β)−1Q−1:

A1(rt, t)(1 − β)−1Q−1A⊤
1 (rt, t) ≤ A1(rt)(1 − β)−1Q−1A⊤

1 (rt)

+ A1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
(

εA1I − EA1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
)−1

× EA1(rt)(1 − β)−1Q−1A⊤
1 (rt) + εA1DA1(rt)D

⊤
A1

(rt).

Based on all these transformations the condition (28) becomes:

A⊤
K(rt)P (rt) + P (rt)AK(rt) + εAP (rt)DA(rt)D

⊤
A(rt)P (rt) + Q +

N
∑

j=1

λrtjP (j)

+ C⊤
1K(rt)C1K(rt) + ε−1

A E⊤
A (rt)EA(rt) + εBP (rt)DB(rt)D

⊤
B(rt)P (rt)

+ ε−1
B K⊤(rt)E

⊤
B (rt)EB(rt)K(rt) + P (rt)A1(rt)(1 − β)−1Q−1A⊤

1 (rt)P (rt)

+ P (rt)A1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
(

εA1I − EA1(rt)(1 − β)−1Q−1E⊤
A1

(rt)
)−1

× EA1(rt)(1 − β)−1Q−1A⊤
1 (rt)P (rt) + εA1P (rt)DA1(rt)D

⊤
A1

(rt)P (rt) < 0.

In matrix form we get:













J̃3(rt) E⊤

A (rt) K⊤(rt)E
⊤

B (rt)
P (rt)A1(rt)Q

−1EA1(rt)

(1−β)
I C⊤

1K(rt)

EA(rt) εAI 0 0 0 0

EB(rt)K(rt) 0 εBI 0 0 0
E⊤

A1
(rt)Q

−1A⊤

1
(rt)P (rt)

(1−β)
0 0 −εA1I+

EA(rt)Q−1E⊤

A
(rt)

(1−β)
0 0

I 0 0 0 −Q−1 0

C1K(rt) 0 0 0 0 −I













< 0
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with

J̃3(rt) = A⊤
K(rt)P (rt) + P (rt)A

⊤
K(rt) +

N
∑

j=1

λrtjP (j)

+ εAP (rt)DA(rt)D
⊤
A(rt)P (rt) + εBP (rt)DB(rt)D

⊤
B(rt)P (rt)

× εA1P (rt)DA1(rt)D
⊤
A1(rt)P (rt) + (1 − β)−1P (rt)A1(rt)Q

−1A⊤
1 (rt)P (rt).

Now if we pre and post-multiplying the right hand side term by diag (X(i), I, I, I, I)
with X(i) = P−1(i) and by following the same steps as we followed to transform (13) in
LMI form, we get:























J3(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
C1(rt)X(rt) + D1(rt)Y (rt) 0 0 0

S⊤
rt

(X) 0 0 0

X(rt) Y ⊤(rt)D
⊤
1 (rt) + X(rt)C

⊤
1 (rt) Srt

(X)
0 0 0
0 0 0
0 0 0

−U 0 0
0 −I 0
0 0 −Xi



















< 0 (29)

with

J3(rt) = A(rt)X(rt) + X(rt)A
⊤(rt) + λrtrt

X(rt) + B(rt)Y (rt) + Y ⊤(rt)B
⊤(rt)

+ εADA(rt)D
⊤
A(rt) + εBDB(rt)D

⊤
B(rt) + εA1DA1(rt)D

⊤
A1(rt)

+ (1 − β)−1A1(rt)UA⊤
1 (rt).

If this condition is satisfied, we can easily prove following the steps of Theorem 3.1’s
proof that the system is stable under the control law (6) when the external disturbance
is equal to zero and that the H2 performance measure is bounded, i.e.:

‖z1‖ ≤

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

The following theorem summarizes the corresponding results.
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Theorem 3.4 Let the disturbance input be equal to zero, i.e. ω(t) = 0 for t ≥ 0.
The controller (6) is an H2 optimal controller satisfying the minimization of the H2

performance measure (7) if there exist symmetric and positive-definite matrices P =
(P (1), . . . , P (N)), Q and a matrix Y = (Y (1), . . . , Y (N)) that (29) holds for every
mode i ∈ S. The H2 performance measure is bounded by a positive scalar, i.e.:

JH2 ≤ J⋆ ∆
=

[

x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

The controller gain K(i) = Y (i)X−1(i) for every i ∈ S.

When the external disturbance is not equal to zero we can easily follow the same step
as for Theorem 3.4 to establish the results of Theorem 3.5.

Theorem 3.5 Let γ be a given positive constant. The controller (6) will stabilize
the system and guarantee the disturbance rejection of level γ if there exist symmetric and
positive-definite matrices P = (P (1), . . . , P (N)), Q and positive constants εA, εB and
εA1 , and a matrix Y = (Y (1), . . . , Y (N)) such that the following holds for every i ∈ S:


























J5(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
B⊤(rt) 0 0 0

C2(rt)X(rt) + D2(rt)Y (rt) 0 0 0
S⊤

rt
(X) 0 0 0

X(rt) B1(rt) Y ⊤(rt)D
⊤
2 (rt) + X(rt)C

⊤
2 (rt) Srt

(X)
0 0 0 0
0 0 0 0
0 0 0 0

−U 0 0 0
0 −γ−2I 0 0
0 0 −I 0
0 0 0 −Xi























< 0 (30)

with

J5(i) = X(i)A⊤(i) + A(i)X(i) + Y ⊤(i)B⊤(i) + B(i)Y (i) + λiiX(i)

+ εADA(i)D⊤
A(i) + εBDB(i)D⊤

B(i) + εA1DA1(i)D
⊤
A1(i)

+ (1 − β)−1A1(i)UA⊤(i) + γ−2B1(i)B
⊤
1 (i).

In this case we have:

‖z2‖ =

[

γ2‖ω‖2 + x⊤(0)P (r0)x(0) +

0
∫

−h(0)

φ⊤(s)Qφ(s) ds

]
1
2

.

For the same reasons as before, if we combine the two previous theorems we get the
following one that gives the optimization that we could solve to get the controller gains
in each mode for the uncertain class of systems we are dealing with.
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Theorem 3.6 Let γ be a given positive constant. If there exist symmetric and
positive-definite matrices X = (X(1), . . . , X(N)), U and Q and positive scalars α, εA,
εB and εA1 , and a matrix Y = (Y (1), . . . , Y (N)), solution of the following optimization
problem:

min(α + tr (Q))

s.t :






















J4(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
C1(rt)X(rt) + D1(rt)Y (rt) 0 0 0

S⊤
rt

(X) 0 0 0

X(rt) Y ⊤(rt)D
⊤
1 (rt) + X(rt)C

⊤
1 (rt) Srt

(X)
0 0 0
0 0 0
0 0 0

−U 0 0
0 −I 0
0 0 −Xi



















< 0, (31)



























J5(rt) X(rt)E
⊤
A (rt) Y ⊤(rt)E

⊤
B (rt)

A1(rt)UE⊤

A1(rt)
(1−β)

EA(rt)X(rt) εAI 0 0
EB(rt)Y (rt) 0 εBI 0
E⊤

A1(rt)UA1(rt)
(1−β) 0 0 −εA1I +

EA(rt)UE⊤

A (rt)
(1−β)

X(rt) 0 0 0
B⊤(rt) 0 0 0

C2(rt)X(rt) + D2(rt)Y (rt) 0 0 0
S⊤

rt
(X) 0 0 0

X(rt) B1(rt) Y ⊤(rt)D
⊤
2 (rt) + X(rt)C

⊤
2 (rt) Srt

(X)
0 0 0 0
0 0 0 0
0 0 0 0

−U 0 0 0
0 −γ−2I 0 0
0 0 −I 0
0 0 0 −Xi























< 0, (32)

[

−α φ⊤(0)
φ(0) −X(i)

]

< 0, (33)
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[

−Q N⊤

N −U

]

< 0, (34)

then the controller (6) is a mixed H2/H∞ controller satisfying the control objective (8).
The controller gain is given by K(rt) = Y (rt)X

−1(rt), for every mode rt ∈ S.

This theorem provides a procedure to design a memoryless state feedback controller
of the form (6) that stabilizes system (2) in the robust SS sense. The advantage of these
results is that we can use the LMI tools to solve it for any dynamical system of the class
we are considering in this paper.

4 Conclusion

This paper deals with the class of continuous-time linear systems with Markovian jumps
and time-delays. The time-delay is assumed to be time-varying. Results on stochastic
stabilizability and its robustness are developed. The LMI framework is used to establish
the different results on stabilizability. The conditions we developed can easily be solved
using any LMI toolbox like the one of Matlab or the one of Scilab. These results we can
be extended to other type of controller and also to the case where the time-delay is mode
dependent as it was developed in Boukas and Liu [17]. This will be the subject of our
future research.
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