Generic Emergence of Cognitive Behaviour in Self-Generating Neural Networks

C.S. Bohun¹, S.J. Carruthers², R. Edwards³ and R. Illner³

¹Department of Mathematics, Penn State Mont Alto,
1 Campus Drive, Mont Alto, PA, USA
²Department of Mathematics & Statistics, Simon Fraser University,
8888 University Dr., Burnaby, B.C., Canada V5A 1S6
³Department of Mathematics & Statistics, University of Victoria,
P.O. Box 3045, Victoria, B.C., Canada V8W 3P4

Received: May 3, 2002; Revised: December 13, 2002

Abstract: We discuss the design and behaviour of families of neural networks which grow out of a small set of “mother” neurons in response to external stimuli and to the activities present in various parts of the net at a given time. The growth process is subject to a few fundamental rules, like

- the ability of neurons to grow new neurons or connections is gradually exhausted with the number of generations
- neurons are either of excitatory or inhibitive type
- inhibitive neurons have a tendency to form long-range connections, whereas excitatory neurons “prefer” short-range connections.

In addition, there are a number of free parameters in the equations driving the time evolution of the neural activities. Our design is implemented using Matlab, such that the growth process of the network and its activity can be observed and controlled interactively on the computer screen.

Once the networks are grown both periodic attractors and fixed points are observed generically in response to external input. The inputs used in the network’s formation are typically distinguished by characteristic responses, but the resulting networks are capable of other behaviour in response to other inputs.
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1 Introduction

Standard artificial neural networks are either feed-forward nets of perceptron type, or they allow feedback between the various layers of neurons. The latter type is usually