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Abstract: This paper investigates geometrical properties for relative operator en-
tropies acting on positive definite matrices by the use of the log-determinant metric.
Particularly, we prove that both entropies Sp(A|B) and T (A|B) lie inside the sphere
centered at the geometric mean of A and B with the radius equal to half the log-
determinant distance between A and B.
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1 Introduction

Let M, be the algebra of n x n matrices over R, and P,, denote the cone of symmetric
positive definite elements of M,,. The identity matrix will be denoted by I. We recall
that for any two matrices A and B from P,,, we set A < B to mean that B — A > 0,
i.e., B — A is a positive semi-definite matrix. This order, known in the literature by the
Lowner order, is partial.

Kamei and Fujii introduced in [7,[8] the relative operator entropy S(A|B) for two
positive definite matrices A and B, by the following formula:

S(A|B) = A% log (A7 BA= ) A3, (1)

which represents an extension of the operator entropy defined by Nakamura and Umegaki
[18] and of the relative operator entropy introduced by Umegaki [21]. Later, a generalized
parametric extension of the relative operator entropy was stated by Furuta in [10] as

S,(A|B) = A% (A7 BA7 )log(A7 BA7)A:, peR (2)
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The last generalization is to be understood as follows:

liny 5,(4]B) = So(A|B) = S(A|B).

Applying the concept of the Tsallis relative entropy for matrices, Yanagi, Kuriyama and
Furuichi presented in [20] another parametric extension of relative operator entropy as
follows:

A4,B — A
T,(A|B) = —F——,

p € [-1,1]\ {0}, 3)
where A#,B = Az (A_T1 BA_Tl)p Az for all p € R is the p-weighted geometric mean of
A and B, which coincides, when taking p = 1/2, with the well known geometric mean
that will be simply denoted in the sequel by AfB. The last extension is justified by the
following result proved in [8]:

lim 7,,(A|B) = S(A|B).

Some algebraic properties and inequalities involving the two parametric extensions of the
relative operator entropy can be found, for instance, in [6}9,[15,/16]. The representation
of the Tsallis relative operator by means has allowed to derive some inequalities related
to this operator.

Following the Kubo-Ando theory [12], it is known that for the representing function
fo(x) = lox for an operator mean o acting on positive matrices, the scalar inequality
for (2) < fo,(x), (z > 0) is equivalent to the operator one Ao1 B < Aoy B, for all positive
definite matrices A and B. It is also worth recalling that for any non-negative monotone
function f on (0,+00), the binary map defined for two positive matrices A and B by
AoB = Az f(A%1 BA%I) Az is a Kubo-Ando mean in the sense stated in [12].

The concept of entropy is widely used in estimating uncertainty existing in the state
of a dynamic system and in measuring the degree of chaos in a deterministic system.
Further details and approaches related to these notions can be found in [3}|11,|19], for
example. Another very interesting topic in this field is the measure of the distance
between the states of a dynamic system. It represents an essential tool to describe the
evolution of quantum systems. Intensive studies have been carried out in the last few
years concerning this point, see [1},/13,[14] for instance.

There are many definitions of the distance between states. Among those, we recall the
log-determinant metric d;, widely used in machine learning and quantum information,
and defined for any matrices A and B from P, as follows [17]:

di(A, B) = logdet (AVB) — %log det(AB), (4)

where AVB := A—’_TB denotes the arithmetic mean of A and B. We recall the following

property [17] that holds true for every three matrices A, B and C from P,:
4(CAC,CBC)=d(A,B). (5)

Recently, many authors employ this metric in developing various concepts and establish-
ing interesting properties concerning some parametric means. For details, we refer the
reader to [2L{4L)5] and the references therein.



48 A.El HILALI, B.EI WAHBI AND M. CHERGUI

In this paper, by the use of the log-determinant metric, we estimate some distances
involving the relative operator entropies recalled in , and . The present paper
is organized in the following manner. In the second section, we present some preliminary
tools and in the third one, we focus on stating our main results with respect to the log-
determinant metric. The findings presented in this paper have geometric interpretations.

2 Preliminaries

In this section, we set out some preliminary results that will be needed in the sequel.
We begin by presenting some results about some real functions that will be used as
ingredients for our main results.
Lemma 2.1 We have the following results:
1
i) Vt>0, l—gglogtgt—l.

P —1

1) The function p —> is increasing on (0, 1] for each x > 0.

i) The function p — (1 —|—p)% is decreasing on (0,1] and sup (1 +p)% =e.
p€(0,1]

Proof. These statements are routine exercises in mathematical real analysis.
The following proposition will give an efficient tool in determining some results for
the Tsallis relative operator entropy with respect to the log-determinant metric.

Proposition 2.1 Let C be a positive definite matriz. If el < C, then the map

defined by
(CP—I>1/2 (CT’—I>1/2
p— \Y%
p p

Proof. Let x > e. The functions ¢ s $1/294-1/2 and P LN

is increasing on (0,1].

P —1

are both

p
increasing on [1,00) and (0, 1], respectively. Since 2 > e and using the third assertion in
Lemma we can set = > (p+ 1)/ for every p in (0,1].

P —

So, for all p € (0,1], we get > 1. By taking the appropriate composition of

the functions h and k, we deduce that the function

p_ 1\ 12 p_ 1\ 12
= (57) 750
p p
is increasing on (0, 1].

Finally, if the condition C > el 1is satisfied, then the map p +—

or — 1\ /2 cr_ 1\ V2
< > \Y < is increasing on (0,1], thanks to the connection well
p p

known in the theory of Kubo-Ando between the inequalities satisfied by the representing

functions and associate means operators. (For simplicity, this detail will be omitted in
the following proofs.)

The main goal of the next three lemmas is to characterize some constants which will
be needed in establishing appropriate conditions for our main results.
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Lemma 2.2 The function [ defined on (1,00) by f(z) = z: a7 — (logx)% -

(logx)= is strictly increasing. Moreover, there exists a unique « satisfying f(a) = 0
and 1,76 < a < 1,77.

Proof. For all z > 1, we have

(x — 1)y/logzlogx + /x(1 — log x)
2x+/x+/log zlog

For 1 < z < e, the inequality (z — 1)+/log x log x + /(1 —log ) > 0 is simple to deduce.
If x > e, then we have

(x —1)y/logzlogz + z(1 —logz) > (x—1)logz+ z(1 —logz)
= (z—+x)logz + x —logu.
One can easily check that (z — \/z)logz > 0 and \/z —logz > 0. This implies that

f increases strictly on (1,00). In addition, since f is continuous on (1,00), there is
a bijection from (1,00) onto (hfll f(z), 1i1}_1 f(z)) = (—o00,400). This confirms the
x Tr—r+00

fi(x) =

existence and uniqueness of a. Finally, by checking that f(1,76) < 0 < f(1,77), the
proof is ended.

Lemma 2.3 The function g defined on [1,00) by g(x) =logz — 1+ is strictly

z+1
increasing and there exists a unique § > 1 such that g(8) = 0. Moreover, 1,93 < 8 <

1,94.

Proof. Tt suffices to study the variations of the function g on [1,00) and to deduce
the results in a similar way as in the proof of Lemma [2.2

1
Lemma 2.4 The function h defined on (1,00) by h(x) = x+ - — 22 logz — (log x)~!

is strictly increasing and there exists a unique o > 1 satisfying h(c) = 0. Moreover,
1,91 <o < 1,92

Proof. For all x > 1, we have

2 —1 -2 1 1
W () = YT s S
2\/x z(logz)?  x?
By simple computations, one can check that
2 —1 -2 1 1
Wr—logz—2 4 L1y
2\/x z(logz)? a2

So h increases strictly on (1,00). On the other hand, h is continuous on (1,00), so it
establishes a bijection from (1, 00) onto (lwlirll h(x)7zli_)rr;o h(z)) = (—00,00). This proves
the existence and the uniqueness of 0. To end the proof, it suffices to note that h(1,91) <
0 < h(1,92).

Now we are in a position to state our findings, and hereafter, for any given two positive
definite matrices A and B, we will constantly set C'= A~1/2 B A~1/2,
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3 Statement of Findings

In this section, we aim to establish inequalities for the relative operator entropy and its
generalizations with respect to the log-determinant metric.

Theorem 3.1 Let A, B € P, be two positive definite matrices such that A < B.
We have the following inequality:

di(A, S(AIB)) < di(A, B), (6)
where « is the fized real number defined in Lemma[2.3
Proof. Using Lemma for every > «, we have
(log:c)% + (log:z:fTl <z
So, if A < B, then a I < C and we get
(logC’)% + (1ogC’)_Tl <CiP4C7.

The last inequality combined with the monotonicity of the logarithm and the determinant
gives

1 1 —1 1 1 —1
log det (2((log0)2 + (logC)?)) < log det <2(C2 + C2)> ,
that is,
di(I,log C) < di(I,C),

" di(A, S(AIB)) < di(A, B).

By this, the proof is concluded.
Now we will deal with the generalization of the last result for any operator S,(A|B)
with p € (0, 3].

Theorem 3.2 Let A and B be two positive definite matrices such that cA < B. The
following inequality holds true:

di(A, Sp(A|B)) < di(A, B) (7)

for all p € (0, %} o denotes the constant number in Lemma .

1
Proof. By the condition 0 A < B and for all 0 < p < 5 e have

log C' < CPlog C < C2 log C,

S0
(CPlogC)~' < (logC)~ 1.

Hence )
CPlogC + (CPlog C)™' < C2log C + (logC) L.

Since C' > o I, thanks to Lemma [2.4) we obtain the following inequalities:

CPlogC + (CPlogC) ' < C2logC + (logC) ' < C + C~ 1,
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and we can deduce that
(CPlogC) 4 (CPlogC) ' 421 < C +C* +2I,

or equivalently,

(CPlog €)% + (CPlog C) = _Ci cz
2 - 2 '
Thus,

—1

P E P E 3 =
log det <(C logC) +2(C logC’) ) < logdet <C+20),

that is,
di(I,CPlog C) < di(1,C).

The last inequality is equivalent to (2.4)).

Remark 3.1 The proof of Theorem [3.2] is also valid for p = 0. So, it gives
di(A,S(A|B)) < di(A, B) for two definite positive matrices A and B when ¢ A < B.
But since 0 > «, the result given by Theorem is better than the one given in Theo-
rem [3.2] for this case.

Theorem 3.3 Let A and B be two positive definite matrices such that eA < B. For
all two positive numbers p,q € [0,1] such that p < q, we have

di(A, Sy(A|B)) < di(A, S,(A]B)). (®)

1
Proof. One can easily check that for a given = > e, the function p — (xp(log x)) 24

-1
(:cp(logac))T is increasing on [0, 1]. So, if eA < B, then for all p,q € [0, 1] such that
p < q, we have

=1
Pl

(Cp(log C’))% + (C’p(log C’)) < (C’q(log C’))% + (C’q(log C’))_Tl
2 - 2 '
Thus,

(C’p(log C))% + (C’p(log C))i71 (Cq(log C’))% + (C’q(log C))i71
5 ) < logdet ( 5 ),

log det (

which means that the following inequalities hold:
di(I1,CP(log ) < di(I,C%log C)),

or equivalently,

di(A, S,(AB)) < di(A, Sy(A|B)).

Remark 3.2 If the conditions stated in Theorems and are not fulfilled
by the matrices A and B, then the inequalities @, and are no longer valid. This
fact can be highlighted by the following counter-example.

Let us consider the following two positive definite matrices:

4 1 5 1
(U wa - (2 0).

Computing with Matlab software, we find the following values:
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e d;(A,B)=0,0145 < d;(A, S(A|B)) = 0,5080.
o (A, B) <di(A,S12(A|B)) = 0.4391 < d;(A, S1,4(A|B)) = 0,4729.
Theorem 3.4 Let A and B be two positive definite matrices such that 5 A < B. The
following inequality holds for any 0 < p < 1:
with 8 being the constant defined in Lemma[2-3
Proof. Inequality @[) is equivalent to the following:
cr—1,1 CcP -1 3t
(@t (@ -
C c
log det P P < logdet <2+22> (10)

2

So, let us prove that we have, for any x > 3,

1 —1
P —1)\2 P —1Y\ 2 1 —1
( ) + ( > <z2+42x7T, (11)
p p
or equivalently,

P —1 P —1,-1 1
+ ( ) <az4-.
p p €

P —1

For any x > 3, we have logxz < <z — 1 and, consequently, we get

P —1 P —1
_|_

-1
) <z —1+ (logz)™ .
p p

Furthermore, according to Lemma [2.3] we have
1 1
x—14+(logz)" <z + —.
x

So, if 5 A < B, then g1 < C and, consequently, the inequality is established. This
ends the proof.

Theorem 3.5 Let A and B be two matrices from P,,. If e A < B, then the following
inequality
di(A, T,(A|B)) < di(A, T4 (A[B)) (12)

holds true if 0 <p < q < 1.

Proof. If e A < B, then el < C. Employing Proposition [2.1] we get

p_ 7\ /2 p 7\ —1/2 q 7\ 1/2 q 7\ —1/2
(5) 7(59) =(57) 7 (5)
p p p p




NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (1) (2022) [46) 53

for every p,q € (0,1] and p < ¢q. So,

p_ 1\ /2 p_ N\ /2 a_ [\ /2 q_\"1/2
log det [(C ) V(C ) < logdet (C ) V(C ) .
p p q q

After some minor computations the last inequality implies

p_ T a_7
d; (LC )Sdl (LC )
D q

which is equivalent to the desired one ((12)).
In what follows we focus on estimating the log-determinant distance between the
geometric mean and different relative entropy operators.

Theorem 3.6 Let A and B be two positive definite matrices such that e A < B. We
have the following inequality:

d;(AB,S(A|B)) < %dl(A,B). (13)
Proof. The inequality
4(ALB, S(AB)) < Sdi(A, B)
is equivalent to

((ci(log C)oT)

N|=

+ (ci(logc)ci)2> < log det <C; +C_21)2
— 2 -

log det
ogde >

So, let us prove that if C' > eI, then we have

=1
Pl

(C7 (10gC)CT)* + (CT (g C)CT) T _ (c% + 02>%
2 - 2 ’

or equivalently,
C_TI(IOE’;C)C_Tl + (C’_Tl(log(])C’_Tl)_1 +2I < Q(C% + C_Tl)_ (14)
Let us set for z > e, p(z) = 227 + 227 — 22 logz — (z%l logx)ﬂ Y
One can simply check that
o (z) = 2(z —log®x) + (logz — 1)log”x + (2 — 1) log> # + = log x (log z — 1)
2x+/x(log x)?

It is clear that for z > e one has ¢’(z) > 0. So ¢ is increasing on [e, 00) and this implies
that

p(x) = p(e) 2 0.
Thus we get the inequality
(x%l logz) + (ac%l(logx))fl +2< 2027 + x%l),
which can be rephrased as follows:
27 (logz)zd + (x_Tl(logx)a:_Tl)_l +2<227 427).

By this, the inequality is established and the proof of the desired result is ended.
A generalization of this result will be recited in the following theorem.
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Theorem 3.7 Let A and B be two positive definite matrices such that pA < B. If
w > 3,3, then we have for all p € (0, %] the following inequality:

1
4i(A1B, S,(A|B)) < Si(A,B). (15)
Proof. We consider the function ! defined on [3, co[ by
1 -1 —1 -1
l(z) =222 42272 —logz — (z2 logz) = —2.
Let x > 3,3. We have

l/(x) _ 2(.I - 10g2 JL‘) + ﬁlogz[Q(ﬁ_ 1) log z — \/E]
B 21/ (log x)? :

We can by routine computations show that = —log® z > 0 and 2(/z — 1) logz — /= > 0.
So, the function [ is increasing on [u, 00). Consequently, for all > p, we get

2;5% + Qx%l > logx + (x%l log x>_1 + 2. (16)

On the other hand, since the map p — P is increasing on (0, %], we have for any = > u
that : » ) .
(2P~ 7 (logz)z ™) < (27 (logz)z™ ) <logz.

These inequalities added to the following ones:

(1:”*i(logx)x%)71 < (x%(log:z:)x%) < (1137Tl log:z:)il,

enable us via to deduce that

(xp*%(logx)z%l) + (xp*%(logx)x%) R < 2(9:% + z%l)
So, if we suppose that pA < B, then we can deduce from the last inequality that
(CP i (logC)C ) + (CP i (log C)C 7 ) " 421 <2(C2 +C7),

which is equivalent to

(Cr~*(10g C)C )" + (C(l0g C)CF) 7 _ (cé Lo ) }

So, this yields

log det

P~ilog C)C )} + (CPH(ogC)CT) T PyoT\d
((C (log C)CT) +2(C (log C)C'T) )Slogdet(c +C )

that is,
1

Now, to estimate the distance d;(AfB,T,(A|B)), we need the result quoted in the
following lemma.
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Lemma 3.1 The function v defined by
v(z) = 2% +327 — (m%l 10g:1:)_1 -2

is strictly increasing on [3,00) and there exists a unique A > 3 satisfying v(\) = 0.
Moreover, 3,61 < A < 3,62.

__ w()

~ 2x/z(logx)?’

t € [3,00) — w(t) := 2t — tlogt + (t — 3)(logt)?.

Proof. For every z € (3,00), we have v'(x) where

Computing the first derivative of w on (3, 00), we find

2(x —3)

w'(z) =log?x —logx 4+ 1+ logz > 0.

So, w(z) > w(3) > 0 and we can deduce that u is strictly increasing on [3, c0).

This fact added to the continuity of v implies that there exists a unique A > 3 satisfying
v(A) = 0. The boundedness of A is easy to check.

Theorem 3.8 Let A and B be two positive definite matrices such that NA < B. We
have for all p € (0,1] the following inequality:

A(ALB, Ty(AIB)) < di(A, B), (17)

where X\ is the constant defined in Lemma|3.1].

Proof. The inequality
1
Q(ALB, Ty(AIB)) < Jdi(A, B)
is equivalent to

cr—3% — C;>é (Cp—é —Cc7
N _l’_ N

logdet( ( b p ) )S log det (02—202> .

So, let us prove that if C > A I, then we have

2

1 —1

(cpé Cz>%+ <czoé 021)2 1
p p <<C%+C2‘1)2

2

which is equivalent to the inequality

or
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P —1

Using 4) in Lemma and since the map p — is increasing on (0, 1], we have for

any x > A that

P —1
logz <

§$—1,

and we deduce
1
p—5 Tz

x_Tllong x §x% —x72 . (19)

So, by taking into account the result of Lemma we get the following inequalities:

. 1
p—% _ 5 _ B X _
<W> < (mTl log z) V< oy 4327 —2. (20)

Finally, we can confirm that if A A < B, which means that AI < (|, the desired inequality
is satisfied. With this, the proof is achieved.
We end this paper by stating the following remark.

Remark 3.3 i) Thanks to Theorems and we deduce that for convenient val-
ues of the parameter p, the operators S,(A|B) and T, (A|B) lie inside the sphere centered
at the geometric mean of A and B with the radius equal to half the log-determinant dis-
tance between A and B.
i1) If the conditions stated for the matrices A and B from Theorem to Theorem
[3.8 are not fulfilled, then the related results are no longer true. This fact is ensured by
counterexamples, that we omit here for this paper not to become heavier.

4 Conclusion

In this work, we established some properties of some classes of operator entropies by
employing the log-determinant distance. In particular, some geometrical aspects have
been highlighted such as the localization of the entropies of two positive matrices with
respect to their geometric mean.
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