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PERSONAGE IN SCIENCE

Academician A.A. Martynyuk

to the 80th Birthday Anniversary

March 6, 2021 marked the 80th anniversary of the birth and 57 years of scientific
activity of the famous Ukrainian scientist, Head of the Department of Process Stability
of the S.P. Tymoshenko Institute of Mechanics of the National Academy of Sciences of
Ukraine (NAS of Ukraine), Doctor of Physical and Mathematical Sciences, Professor
Anatoliy Andriyovych Martynyuk.

A.A. Martynyuk was born in 1941 in the village of Ganzhalivka, Cherkasy region, in
the family of a railway worker. He graduated from the Faculty of Physics and Mathe-
matics of Cherkasy State Pedagogical Institute.

He has been working at the Institute of Mechanics of the National Academy of Sci-
ences of Ukraine as the Head of the Department of Process Stability from 1978 to the
present (in 1973 - 1977 A.A. Martyniuk worked at the Institute of Mathematics of the
National Academy of Sciences of Ukraine).

He defended his Ph.D. (1967) and doctoral (1973) theses and was awarded the title
of professor (1985).

He was elected a Corresponding Member of the National Academy of Sciences of
Ukraine (1988), and then Academician of the National Academy of Sciences of Ukraine
(2009).

Detailed biographical data are given in article 1 and book 2.

During 2011 – 2020, A.A. Martynyuk was carrying out significant work related to the
preparation for publication of generalized monographs and books. Namely:

* Books XXVI, XXVII present the results of the development of the direct Lyapunov
method - the stability study of systems with uncertain values of parameters, which are
described by continuous, pulse and singularly perturbed equations, as well as dynamic
equations on a time scale;

* Book XXVIII describes the methods of qualitative analysis of the perturbed motion
of systems, the behavior of which is described by equations containing a small parameter;

* In book XXIX, on the basis of the matrix-valued Lyapunov function, a direct
method for studying the motion stability of systems described by nonlinear equations
under structural perturbations of parameters has been developed;

* Book XXX is the second edition of the book of the same name, published in 1989
by Marcel Dekker Inc., USA. The second edition is supplemented by the estimation of
solutions to nonlinear systems on the basis of nonlinear integral inequalities, the criterion

1Academician A.A. Martynyuk (to the seventieth anniversary of his birth) // Nonlinear Dynamics
and Systems Theory. — 2011. — 11, 1. — P. 1 – 5.

2A.A. Martynyuk. Revisiting the Past with Neither Indifference nor Resentment. — Kiev: Phoenix,
2014. — 139 p.

c© 2021 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua225
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226 PERSONAGE IN SCIENCE. AKADEMICIAN A.A. MARTYNYUK

of asymptotic stability for nonlinear autonomous comparison systems and the replace-
ment of Chapter 5, which is devoted to the application of general methods described in
the book;

* Monograph XXXI is the first in the world mathematical literature, which deals with
the development of methods for studying the stability of solutions of dynamic equations
on a time scale;

* In monograph XXXII, the equations of perturbed motion with multivalued right-
hand parts are considered. To study the stability of the set of solutions of such systems, a
new variant of the direct Lyapunov method was developed on the basis of a matrix-valued
auxiliary function;

* Book XXXIII presents the results of the stability analysis of hybrid systems: on a
time scale, with aftereffect, in metric space. The dynamics of shock systems is studied
on the basis of new qualitative methods of analysis of such systems;

* Book XXXIV is an educational and encyclopedic edition, 12 chapters of which
contain a summary of classical and modern results of the theory of motion stability and
their application in mechanics. The book is based on the original results of the authors,
which were published in 1969 - 2019.

Along with his intensive scientific research (A.A. Martynyuk is the author (co-author)
of more than 450 journal publications and 34 monographs and books in English, Chinese
and Russian), he is active in publishing. He did a great job as the editor of the Inter-
national Series of Scientific Monographs ”Stability and Control: Theory, Methods and
Applications” at Gordon and Breach Science Publishers (UK). Between 1992 and 2002,
22 volumes of scientific monographs by the scientists from 10 countries were published
in this series.

In 2001, A.A. Martynyuk founded the International Scientific Journal ”Nonlinear
Dynamics and Systems Theory” and is its editor.

In 2006, he founded a new International series of scientific monographs, textbooks
and lecture courses entitled ”Stability, Oscillation and Optimization of Systems” at Cam-
bridge Scientific Publishers (UK) and is its editor together with Professor P. Borne
(France) ) and Professor C. Cruz-Hernandez (USA). So far, 11 volumes of this series
have been published.

A.A. Martynyuk is a member of the editorial boards of three Ukrainian journals: ”Ap-
plied Mechanics”, ”Nonlinear Oscillations” and ”Electronic Modeling” and two English-
language journals: ”Journal of Applied Mathematics and Stochastic Analysis” (USA)
and ”Differential Equations and Dynamical Systems” (Germany).

A.A. Martynyuk prepared 28 candidates and 4 doctors of physical and mathematical
sciences. He is the Deputy Chairman of the National Committee for Theoretical and
Applied Mechanics of Ukraine.

In 2008, A.A. Martynyuk was awarded the State Prize of Ukraine in the field of
science and technology.

The editorial board of the Journal ”Nonlinear Dynamics and Systems Theory” sin-
cerely congratulates Anatoliy Andriyovych on his jubilee, wishes him health and new
successes in his multifaceted activity.

List of Monographs and Books by A.A. Martynyuk (Continued)3

3 The titles I-XXV were published in the Journal Nonlinear Dynamics and Systems Theory, Vol. 11,
issue 1, 2011.
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XXVI. Uncertain Dynamical Systems. Stability and Motion Control, (with Yu.A.
Martynyuk-Chernienko and Sun Zhen qi), Bending: Science Press, 2011. – 237 p. (trans-
lation from Russian into Chinese).

XXVII. Uncertain Dynamical Systems. Stability and Motion Control, (with Yu.A.
Martynyuk-Chernienko), Boca Raton: CRC Press, 2012. — 296 p.

XXVIII. Weakly Connected Nonlinear Systems. Boundedness and Stability of Mo-
tion, (with L. Chernetskaya, and V.Martynyuk), Boca Raton: CRC Press, 2013. — 212
p.

XXIX. Stability Analysis of Nonlinear Systems under Structural Perturbations, (with
V.G. Miladzhanov), Cambridge: Cambridge Scientific Publishers, 2014. — 253 p.

XXX. Stability Analysis of Nonlinear Systems, Second Edition (with, V. Lakshmikan-
tham and S. Leela), Cham: Springer International Publishing Switzerland, 2015. — 329
p.

XXXI. Stability Theory for Dynamic Equations on Time Scales, Cham: Springer
International Publishing Switzerland, 2016. — 223 p.

XXXII. Qualitative Analysis of Set-Valued Differential Equations, Cham: Springer
Nature Switzerland, 2019. — 198 p.

XXXIII. Dynamics and Stability of Motion of Shock and Hybrid Systems, (with B.
Radziszewski and A. Szadkowski), Warsaw: de Gruyter/SCIENDO, 2019. — 193 p.

XXXIV. Stability: Elements of the Theory and Applications with Examples, (with
B. Radziszewski and A. Szadkowski), Warsaw: de Gruyter/SCIENDO, 2020. — 328 p.

List of Papers by A.A. Martynyuk (Continued)4

146. Asymptotic stability criterion for nonlinear monotonic systems and its applica-
tions (Review). Int. Appl. Mech., vol. 47, No. 5, 2011. — pp. 475–534.

147. On stabilization of systems with aftereffect by impulse disturbances. Dopov.
Nat. Acad. Nauk Ukr. — 2012, No. 9. — pp. 62–65.

148. Instability of motion under interval initial conditions. Dopov. Nat. Acad. Nauk
Ukr. — 2013, No. 11. — pp. 55–60.

149. On the stability of motion under interval initial conditions. Dopov. Nat. Acad.
Nauk Ukr. — 2013, No. 1. — pp. 47–52.

150. On the stability of an impulse system with aftereffect with respect to two
measures. Nonlinear Oscillations. — 2013. — 16, No. 4. — pp. 538–556.

151. On the stability of the trajectories of the set of difference equations. Dopov.
Nat. Acad. Nauk. — 2014, No. 5. — pp. 65–69.

152. Direct Lyapunov method on time scales. Communications in Applied Analysis.
— 2013, 17, No. 3 and 4. — pp. 483–502.

153. Novel bounds for solutions of nonlinear differential equations. Appl. Math. —
2015, No. 6. pp. 182–194.

154. On stability with respect to two measures of a system of equations with fractional
derivatives. Nonlinear Oscillations. — 2015. — 18, No. 2. — pp. 238–244.

155. Elements of the theory of stability of hybrid systems (Review). Int. Appl.
Mech., vol. 51, No. 3, 2015. — pp. 243–302.

4The titles 1–129 were published in the Journal Nonlinear Dynamics and Systems Theory, Vol. 6,
issue 1, 2006, and the titles 130–145 were published in the Journal Nonlinear Dynamics and Systems
Theory, Vol. 11, issue 1, 2011.
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156. Analysis of a set of trajectories of generalized standard systems: Averaging
technique. Nonlinear Dynamics and Systems Theory. — 2017 — 17, No. 1. — pp.
29–41.

156. Constructive estimates of Lyapunov V-function for perturbed equations of mo-
tion. Int. Appl. Mech., vol. 53, No. 5, 2017 — pp. 588–594.

157. Deviation of a set of trajectories from a state of equilibrium. Dopov. Nat. Acad.
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Nauk Ukr. — 2017, No. 12. — pp. 3–7.

159. Fractional-like derivative of Hukuhara and its properties. Dopov. Nat. Acad.
Nauk Ukr. — 2019, No. 4. — pp. 10–16.

160. On application of mixed Minkowski volumes in qualitative theory of set dif-
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162. Comparison principle and estimates of Lyapunov functions for nonlinear systems.
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Design and Analysis of Continuous Positive Airway

Pressure Valve Using a 3D Printing and

Computational Fluid Dynamic

S. Bentouati 1∗, Mohamed Islem Soualhi 2, Abdellah Abdellah El-Hadj 1

and Hamid Yeklef 3

1 Laboratory of Mechanics, Physics, Mathematical Modeling (LMP2M), University of Medea,
Medea 26000, Algeria.
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3 Hospital Mohamed Boudiaf of Medea, Medical Equipment Maintenance Service, Algeria.
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Abstract: The non-invasive ventilatory support in the Coronavirus (COVID-19)
treatment uses also a mask as an interface between the medical device and the pa-
tient. The choice of this interface is one of the fundamental elements for the successful
implementation of these techniques. The use of suitable equipment is also essential
for their success, especially in continuous positive pressure with the mask (CPAP-
continuous positive airway pressure) or during non-invasive two-level pressure venti-
lation. The criteria such as the ease of use and the required performance must be
brought together in the medical equipment. With this aim, we will design a new
version of the CPAP valve using the 3D printer, we used also the ANSYS software
for the analysis and computation of the flow (CFD).

Keywords: continuous positive airway pressure system; non-invasive ventilation;
3-dimentional printing; computational fluid dynamic.

Mathematics Subject Classification (2010): 93A10, 93C95, 70K99.
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1 Introduction

Ventilation is the only known treatment available for people with pulmonary failure
caused by COVID-19. The resuscitation machines, that are at the disposal of hospitals,
are complex and very expensive. Their availability is far from being close enough to meet
the large number of patients received. For example, in our intensive care unit (in Medea,
Algeria) we have around 7 machines that are currently functioning. So, given a large
number of coronavirus patients that threaten to overwhelm our medical services, critically
ill patients without ventilation treatment are at risk of losing their lives. To prevent this,
we have designed CPAP (Continuous Positive Airway Pressure) valves, which help with
artificial ventilation. The ventilatory assistance applied to patients in acute respiratory
distress by NIV (non-invasive ventilation) is a very effective technique to avoid tracheal
intubation [1, 2]. In this pandemic situation, the decathlon face mask (diving mask) is
transformed to be used for medical purposes. We used it as the interface between the
patient with coronavirus (Covid-19) and the valve we designed. It is therefore integrated
in the kit shown in Figure 1. This valve is used to maintain continuous positive pressure
throughout the respiratory cycle (during inspiration and expiration), which keeps the
lungs open. NIV is an essential therapeutic mode in resuscitation and the evaluation of
its practical use is very important and gives good results when controlling APE (Acute
Pulmonary Edema) [3–5].

Figure 1: Yellow CPAP valve integrated in the kit, including, in particular, a pressure gauge
(OHMEDA) and a ball flow meter which can vary from 0 to 30 l/min.

For the operation of the CPAP breathing valve, the quantity of oxygen arriving
in an annular chamber is accelerated to the speed of sound as it passes through the
microcannulas. This generates a high velocity flow in the center of the tube, which
creates a zone of turbulence with the effect of separating the patient’s respiratory volume
(lungs and dead volume) from the outside air, without creating an airflow for the patient.
It is the patient who will call for an air-oxygen mixture during inspiration. As we can
see in Figure 2, the CPAP valve, which we manufactured in our laboratory using a 3D
printer, is open on the atmospheric air side and works according to the Venturi effect.
The turbulence zone acts as a virtual two-way valve that keeps the lungs under pressure
during inspiration and creates a brake at expiration [6].

Finally, in this work, we will design a new version of the CPAP valve using the 3D



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 21 (3) (2021) 229–237 231

Figure 2: Diagram of the Boussignac CPAP System.

printer, the ANSYS software will be used for the analysis of the flow and the optimization
of the parameters of this valve.

2 The CPAP Treatment Principle

For respiratory failure, the CPAP offers pupil oxygen levels, so it is attached to a flow
of O2, see Figure 3. In our case, O2 is delivered to the patient by means of a diving
mask, and the expiratory pressures are set above atmospheric pressure, therefore patients
will breathe spontaneously during CPAP. The therapeutic use of CPAP is based on
the delivery of high O2 flow (FiO2 from 35% to 90% ) creating positive pressures of
the respiratory tract which attract the open alveoli during the expiratory phase of the
respiration allowing a longer time for exchanged gases. This results in physiological
effects at high flow [7].

Figure 3: Profile of CPAP [7].
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3 The CPAP Valve Design

CPAP is a ventilatory mode allowing to maintain in the airways a pressure higher than
atmospheric pressure at the end of expiration [8, 9]. In spontaneous ventilation, the
name is CPAP. In pre-hospital care, spontaneous positive pressure ventilation is indicated
mainly in hemodynamic pulmonary edema (OAP) [10,11] when it is not possible to obtain
a correct haematosis despite the FiO2 of 100% (at least 70% ) and when one wishes
to avoid the tracheal intubation, and it is also indicated in patients with coronavirus
(Covid-19). The non-invasive ventilation mode of this CPAP valve makes it possible to
maintain airway permeability under positive pressure throughout the respiratory cycle,
thus improving haematosis and decreasing respiratory work, this technique was first
described and applied in 1930 for the treatment of OAP [12]. As you can see in Figure
4, the CPAP valve, which we made in our laboratory using a 3D printer, is open and
works according to the Venturi effect [13,14]. Figure 5 shows a section view of the CPAP
valve.

Figure 4: Representation of the CPAP valve that we manufactured (the left image: before
assembly, the center image: complete assembly of the valve, the right image: comparison with
the original valve).

Figure 5: Detailed section view of the CPAP valve.

4 CFD Simulation

In this study, a finite volume method with ANSYS CFD is used to solve the set of equa-
tions system. We use one phase fluid flow instead of 3 phases (air, O2, CO2) in order to
simplify the calculations. The fluid flow is considered to be turbulent. The standard k−ε
turbulence model has been widely used by researchers in many flow phenomena. The
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k − ε model is based on the Reynolds averaged Navier-Stokes (RANS) model. Supple-
mentary terms of the Reynolds stresses are obtained, which require additional equations
to solve them. This model uses two transport equations for turbulent kinetic energy (k)
and its dissipation (ε) to solve for these terms. The governing equations for unsteady
incompressible flow of a Newtonian fluid are given by [15]

∂ui
∂xi

= 0, (1)

∂(ρuiuj)

∂xj
=

∂ρ

∂xi
+

∂

∂xj
[µ(

∂ui
∂xj

+
∂uj
∂xi

− 2

3
δij

∂ui
∂xi

)]. (2)

The equations of the turbulent kinetic energy (k) and its dissipation (ε) are shown in
Equations (3) and (4) as below:

∂

∂xj
(ρkxj) =

∂

∂xj
[(µ+

µt
σk

)
∂k
∂xj

] +Gk +Gb − ρ.ε, (3)

∂

∂xj
(ρεui) =

∂

∂xj
[(µ+

µt
σε

)
∂ε
∂xj

] + C1ε
ε

k
(Gk + C3εGb) − C2ε

ε2

k
ρ.ε. (4)

The term Gk represents the generation of turbulence kinetic energy due to the mean
of velocity gradients, which is given as Gk = µtS

2 for the standard (kε) model, where the
modulus of the mean rate of strain tensor S is given as S = 2S2

ij . Sij is the symmetric

deformation tensor equal to 1
2 (uij + uji) The term of Gb is the generation of turbulence

produced by buoyancy. On the other hand, C1ε, C2ε, Cµε, σk and σε are constants whose
values are 1.44, 1.92, 0.09, 1, and 1.3, respectively, [16, 17].

4.1 Boundaries and boundary conditions

Figure 6 shows the mesh of the domain of interest and the different boundary conditions.
There are two inlets. The turbulent intensity was set at 5% and the turbulent viscosity
ratio was set as 10 (default values of fluent). The outlet was set as a pressure outlet,
and the gauge pressure was set at 0 Pa, which means that the static pressure is equal to
ambient pressure. In addition, the backflow turbulence intensity is 5% and the turbulent
viscosity ratio is 10. The walls assumed no slip conditions and they were set to be
stationary, as they do not move during the fluid flow.

Figure 6: Mesh with boundary conditions.
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4.2 Discretization schemes and algorithms

For this CFD problem, the finite volume method (FVM) scheme was implemented and
utilised. A structural meshing technique is used to discretize the fluid domain. The set
of the obtained RANS equations with boundary conditions are solved at each node of the
mesh. The SIMPLEC algorithm (Semi-Implicit Method for Pressure Linked Equations-
Consistent) is adopted in this study to calculate the pressures and velocities for the
solution [18–21]. The solution is also affected by spatial discretization. For this purpose,
the second order is used for pressure and momentum, and the first order is used for
turbulent kinetic energy and its dissipation rate.

4.3 Numerical analysis results

Results of numerical simulations are presented in the following figures. Figure 7 shows
the stream lines at the central plane at 4s.

Figure 7: Streamlines at central plane at the time of 4s.

Figure 8 shows the simulation result of the pressure generated by the CPAP valve
using the ANSYS CFD software. The pressure evolution during one cycle of breathing
is presented here. A lot of physical parameters are introduced with a really very long
computation time just to have this curve. So, we can see clearly the pressure which rises
to around 15cmH2O, then drops back to 5cmH2O. However, in practice (Figure 9(b)),
the pressure remains stable at around 7.5 cmH2O during the inspiration stage.

5 Experimental Test of CPAP

As shown in Figure 9, in the resuscitation service in our region, we are testing our CPAP
valve at the MEDEA hospital with pure oxygen via a ball flow meter that can vary from
0 to 20 l/min of brand (MedilineR), a manometer pressure (OHMEDA) indicating the
pressure variation between inspiration and expiration to measure the positive expiratory
pressure (PEEP).

To pass to expiration, the pressure of the gases exhaled by the patient must exceed the
adjustment pressure of this valve indicated via the manometer. In fact, this pressure is
proportional to the flow of oxygen. Hence, we have chosen to carry out our measurements
by varying different O2 levels in order to have a simple approach close to clinical values,
Table 1 below indicates the O2 flow rate required to achieve the desired PEEP pressures.
We have compared, in Table 1, the practical results between the original Boussignac
valve and our designed valve made in the laboratory using a 3D printer. First, we notice
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Figure 8: Pressure history at the outlet.

that the third column (our valve) reports good results. It is very important to note that
the ICU doctors affirm that these results are very important at breathing difficulties.

Figure 9: CPAP valve integrated into the kit including a Decathlon mask, a flowmeter con-
nected to the wall-mounted O2 and a pressure gauge (the left image (a) with the original valve),
(the center or the right image (b) and (c)) is indicating the variation in expiratory and aspiratory
pressure).

O2flow required(lit/min) PEEP original valve(cmH2O) PEEP obtained(cmH2O)
10 3 2
15 8 5.5
20 10 7.5

Table 1: Comparison of PEEP for experimental and numerical results for different O2 flows.
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6 Conclusion

In the present work, we have designed and fabricated a CPAP valve. In addition, a
numerical study by the ANSYS software is done. The turbulent fluid flow is analysed in
order to optimize the parameters provided by the valve. The tests that we have carried
out experimentally in the MEDEA hospital, have given a satisfactory result. Finally,
the valve we designed is easy to use in the intensive care unit with the advantage of
providing proven respiratory support in VIN with a positive pressure. The PEEP is
adjustable from 2 to 7.5 cmH2O corresponding to the oxygen flow of 10 to 20l/min,
respectively, according to the needs of patients with coronavirus (Covid-19).
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Abstract: The problem of asymptotic stability for some class of nonlinear control
systems, where the relative degree of the system is well defined, with relative degree
being 1 and n − 1, n is the dimension of the system, is addressed in this paper. To
solve the problem, we will design an input control. For the design of input controls,
the system will be transformed through partial feedback linearization such that the
zero dynamic of the system with respect to a new state is asymptotically stable and
the new state is a linear combination of state variables.
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1 Introduction

In the analysis for nonlinear control systems, there is no general method which can be
applied to any nonlinear control system in designing the control input for solving the
stability problems. Therefore, in general, the researchers describe some particular non-
linear classes only. Recently, stability problems for nonlinear control systems have been
intensively investigated. J. Naiborhu and K. Shimizu [1] proposed a dynamic feedback
control for the asymptotic stability of a nonlinear class, where its unforced dynamic is
asymptotically stable. In 2004, P. Chen et al. [2] and L. Diao et al. [3] introduced the
problem of stability through system transformation, where the transformation of the
system is made through dynamic feedback. One of popular methods for solving stability
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problems is the input-output linearization method. Some researchers studied the stabil-
ity problems of a nonlinear control system using the input-output linearization method,
for example, Ricardo Marino and Patrizio Tomei [4] discussed the stability of a lower
triangular nonlinear control system. Its stability control was the dynamic feedback of
order n+ 2(r − 1) (n is the system order, r is the relative degree). Results on stabiliza-
tion of nonlinear lower triangular systems with uncertainties in the output feedback form
have been presented in [5] and [6]. In [7], J. Naiborhu et al. discussed the asymptotic
stability problem for a nonlinear class, where its control’s design used exact lineariza-
tion. Furthermore, in [8], the authors have addressed the problem of stabilization for a
class of nonlinear control systems with the relative degree of the system being not well
defined. Then, in [9], the authors have introduced the problem of stabilization for a class
of nonlinear systems with uncertainty.

In this paper, we will investigate asymptotic stability of some class of affine nonlinear
control systems, with the relative degrees of the system being 1 and n−1. For the design
of input controls, the system will be transformed through partial feedback linearization.

2 Problem Formulation

Consider the affine nonlinear control system

ẋ(t) = f1(x(t)) + f2(x(t))u, (1)

where x(t) ∈ Rn, u(t) ∈ R. f1 : D → Rn, f(~0) = ~0 and f2 : D → Rn are sufficiently
smooth in a domain D ⊂ Rn.

Let a state y(t) = f3(x(t)), f3 : D → R be sufficiently smooth in a domain D ⊂ Rn ,
f3(~0) = 0.

According to [10], if we have

y(ρ)(t) = Lρf1f3(x) + Lf2L
ρ−1
f1

f3(x)u, (2)

with Lf2L
k
f1
f3(x) = 0, k = 0, 1, 2, · · · , ρ− 2, Lf2L

ρ−1
f1

f3(x) 6= 0, for all x ∈ D0, then the
relative degree of the system with respect to the state y is ρ, 1 < ρ < n, in a region D0 ⊂

D, where Lf2L
k
f1
f3(x) =

∂(Lk
f1
f3)

∂x f2(x), Lkf1f3(x) = Lf1L
k−1
f1

f3(x) =
∂
(
Lk−1

f1
f3(x)

)
∂x f1(x),

· · · , L2
f1
f3(x) =

∂(Lf1
f3(x))
∂x f1(x), Lf1f3(x) = ∂f3(x)

∂x f1(x), L0
f1
f3(x) = f3(x).

Let the relative degree of the system (1) with respect to the state y be ρ. By partial
feedback linearization, the system (1) with respect to the state y can be transformed to

żk = zk+1, k = 1, 2, · · · , ρ− 1, (3)

żρ = f(z) + g(z)u, (4)

żρ+1 = qρ+1(z), (5)

...

żn = qn(z) (6)

with the Jacobian matrix of z(x) being nonsingular at a point x0, z = (z1, z2, · · · , zn),
y = z1.

Consider the system (5)-(6). If z1 = 0 for all t, then the system (5)–(6) is said to be
zero dynamic with respect to the state y = z1.
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The following theorem describes the asymptotic stability of the nonlinear system
(see [11]).

Theorem 2.1 Consider a system

χ̇ = f(χ, ν), (7)

ν̇ = g(ν) (8)

and suppose that ν̇ = g(ν) has an asymptotically stable equilibrium at ν = 0. If χ̇ =
f(χ, 0) has an asymptotically stable equilibrium at χ = 0, then the system (7)-(8) has an
asymptotically stable equilibrium at (χ, ν) = (0, 0).

In order to use Theorem 1, we need to choose the state variable such that the zero
dynamic of the system (1) is asymptotically stable. In this paper, we present asymptotic
stability of some class of affine nonlinear control systems, where the relative degree of the
system (1) is well defined, with the relative degree being 1 and n− 1, n is the dimension
of the system. For a class of affine nonlinear control systems with the relative degree of
the system being 1, the input control design is needed so that the zero dynamic of the
system is asymptotically stable. Next, for a class of affine nonlinear control systems with
the relative degree of the system being n− 1, to achieve the stability, we will design an
input control when the zero dynamic of the system is asymptotically stable.

3 Main Results

First, we will investigate the asymptotic stability for an affine nonlinear control sytem
in the following form:

ẋ = Ax+ τu, x(t) ∈ Rn, τ ∈ Rn, u(t) ∈ R, (9)

with

A =


0 1 . . . 0
...

...
. . .

...
0 0 . . . 1
1 0 . . . 0


and τ1 = τ2 = · · · = 0, τn−1 = −α1, α1 > 0, τn = α2 + φ(x1), α2 > 0, φ(0) = 0.

The following theorem states that the new state variable of the system (9) can be
chosen such that the zero dynamic of the system (9) is asymptotically stable.

Theorem 3.1 Suppose the nonlinear system as in equation (9). Then there exists a
state variable y = a0x1 + a1x2 + · · · + an−2xn−1 + an−1xn such that the relative degree
of the system (9) with respect to the state y is 1. Furthermore, the zero dynamic for the
system (9) with respect to the state y is asymptotically stable.

Proof. Let y = a0x1 + a1x2 + a2x3 + . . .+ an−2xn−1 + an−1xn. We have

ẏ = a0x2 + a1x3 + a2x4 + . . .+ an−2xn + an−1x1 + (an−1(α2 + φ(x1))− an−2α1)u.

Thus, the relative degree of the system (9) with respect to the state y is 1, with
an−1 (α2 + φ(x1))− an−2α1 6= 0.
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Furthermore, the partial feedback linearization is

ẏ = v, (10)

η̇1 = η2, (11)

η̇2 = η3, (12)

... (13)

η̇n−2 = ηn−1, (14)

η̇n−1 = xn − α1u, (15)

where η1 = x1, η2 = x2, . . ., ηn−1 = xn−1.
We will choose the input control u such that the zero dynamic is asymptotically stable.

Next, we choose v = −k1a0x1 − k2a1x2 − k3a2x3 − . . .− knan−1xn, with an−1 = 1. We
have

u =
a0x1

(
−k1 − −1a0

)
+ a1x2

(
−k2 − −a0a1

)
+ · · ·+ an−1xn (−kn − an−2)

α2 + φ(x1)− α1

=
−β(a0x1 + a1x2 + a2x3 + · · ·+ xn)

α2 + φ(x1)− an−2α1
, (16)

where β = k1 + 1
a0

= k2 + a0
a1

= k3 + a1
a2

= . . . = kn + an−2.

Next, if y(t) = 0, ∀t, then the zero dynamic of the system (9) with respect to the
state y is

η̇1 = η2, (17)

η̇2 = η3, (18)

... (19)

η̇n−2 = ηn−1, (20)

η̇n−1 = −a0η1 − a1η2 − a2η3 − · · · − an−2ηn−1. (21)

From Eqs. (17)–(21), it can be written

η̇ = A1η,

where η = (η1, η2, . . . , ηn−1)T and

A1 =


0 1 . . . 0
...

...
. . .

...
0 0 . . . 1
−a0 −a1 . . . −an−2

 .

If we choose a0, a1, . . . , an−2 such that all the root of the characteristic polynomial of the
matrix A1 p(λ) = a0 + a1λ + · · · + an−2λ

n−2 + λn−1 have negative real part, then the
zero dynamic of system (9) with respect to the state y is asymptotically stable. Hence,
there exits the state variable y = a0x1 + a1x2 + · · ·+ an−1xn such that the zero dynamic
of the system (9) with respect to the state y is asymptotically stable.
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Proposition 3.1 Consider system (9) with the state y = a0x1 +a1x2 + · · ·+an−1xn.
Chose an−1 = 1 and a0, a1, . . . , an−2 such that the polynomial

p(λ) = a0 + a1λ+ . . .+ an−2λ
n−2 + λn−1 (22)

is Hurwitz. If we choose the new input v as in Eq. (10) such that ẏ = v has an asymptot-
ically stable equilibrium at y = 0, then at using the input control in Eq.(16), the system
(10)-(15) has an asymptotically stable equilibrium at (y, η) = (0, 0)). Furthermore, the
system (9) has an asymptotically stable equilibrium at x = 0.

Next, the affine nonlinear control system is considered in the following form:

ẋ = Mx+ τu+ θ(x1), x(t) ∈ Rn, u(t) ∈ R, (23)

with θ(x1) ∈ C∞(Rn), θ(0) = 0, τ = (0, 0, . . . , 0, τn−1, τn)T , τn−1 6= 0,

τn−1 = −τn, M =


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
0 0 0 . . . 0

, θ1(x1) + θ2(x1) + · · ·+ θn(x1) = 0.

Theorem 3.2 Suppose the nonlinear system as in equation (23). Let the state vari-
ables y = αx1 + x2 + · · · + xn, α 6= 1. Then the relative degree of the system (23) with
respect to the state y is n − 1. Furthermore, the zero dynamic for the system (23) with
respect to the state y is asymptotically stable.

Proof. Let y = ax, a = (α, 1, . . . , 1), x = (x1, x2, . . . , xn)T , α 6= 1. We have

ẏ = aẋ = aMx+ aθ(x1), (24)

ÿ = aM2x+ aMθ(x1) + a
dθ

dt
, (25)

... (26)

y(n−2) = aM (n−2)x+ aM (n−3)θ(x1) + · · ·+ aM(θ(x1))(n−4) + a(θ(x1)(n−3), (27)

y(n−1) = aM (n−1)x+ aM (n−2)θ(x1) + · · ·
+ aM(θ(x1))(n−3) + a(θ(x1)(n−2) + bn(1− α)u. (28)

Thus, the relative degree of the system (23) with respect to the state y is n − 1.
Furthermore, the linearized input state for system (23) with respect to the state y = z1
is

żk = zk+1, k = 1, 2, . . . , n− 2, (29)

żn−1 = f(z, η) + g(z, η)u, (30)

η̇ = ẋ1 + ẋ2 + · · ·+ ẋn = η − x1 (31)

with f(z, η) = aM (n−1)x+ aM (n−2)θ(x1) + · · ·+ aM(θ(x1))(n−3) + a(θ(x1))(n−2),
g(z, η) = bn(1− α), α 6= 1, z = (z1, z2, . . . , zn−1).
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Furthermore, we will investigate the stability of the zero dynamic of the system (23)
with respect to the state y = z1. Consider

ηη̇ = η(η − x1) = η2 − η(
z1 − η
α− 1

). (32)

If z1 = 0 and 0 < α < 1, then

ηη̇ =
αη2

α− 1
< 0. (33)

Therefore, the zero dynamic of the system (23) with respect to the state y = z1 is
asymptotically stable.

Consider the system (29)-(31). If we choose the input control

u =
1

g(z, η)
(−f(z, η)− c0z1 − c1z2 − . . .− cn−2zn−1) , (34)

then we have the normal form of the system (23) with respect to the state y = z1

ż = Bz, (35)

η̇ = q(z, η), (36)

with

B =


0 1 . . . 0
...

...
. . .

...
0 0 . . . 1
−c0 −c1 . . . −cn−2

 ,

η̇ = q(z, η) in Eq.(31). In particulir, the matrix B has a characteristic polynomial

p(λ) = c0 + c1λ+ · · ·+ cn−2λ
n−2 + λn−1. (37)

Because the zero dynamic of the system (23) with respect to the state y = z1 has an
asymptotically stable equilibrium at ω = 0 and if we choose c0, c1, · · · , cn−2 such that all
the roots of the polynomial p(λ) have negative real part, then the system (29)-(31) has
an asymptotically stable equilibrium at (z, η) = (0, 0).

Proposition 3.2 Consider the zero dynamic of the system (23) with respect to the
state y = z1. Let all the roots of the polynomial in Eq.(37) have negative real part. Then,
at using the input control in Eq.(34), the system (29)-(31) has an asymptotically stable
equilibrium at (z, η) = (0, 0).

Example 3.1 Suppose the nonlinear control system is

ẋ1 = x2, (38)

ẋ2 = x3 − α1u, (39)

ẋ3 = x1 +
(
α2 + x21

)
u. (40)

Let y = c0x1 + c1x2 + x3. Then ẏ = c0x2 + c1x3 + x1 + (α2 + x21 − c1α1)u.
Thus, if α2 > c1α1, the relative degree is one for all x. Then, according to (16), the

input control is

u(t) =
−β (c0x1 + c1x2 + c2x3 + x4)

α2 + x21 − c1α1
(41)
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with β = k1 + 1
c0

= k2 + c0
c1

= k3 + c1. If we choose k1, k2, k3 > 0 and c0, c1 such that all

roots of the polynomial p(λ) = c0 + c1λ+ λ2 are Hurwitz, then the system (38)-(40) has
an asymptotically stable equilibrium at (x1, x2, x3) = (0, 0, 0).

Simulation result is shown in Fig.1a for constants k1 = 59
6 , k2 = 44

5 ,k3 = 5, c0 =
6, c1 = 5. The initial value x1(0) = −1, 5, x2(0) = 2, 5, x3(0) = −3.

Example 3.2 Suppose the nonlinear control system is

ẋ1 = x2 + x21, (42)

ẋ2 = x3 − u+ x21, (43)

ẋ3 = u− 2x21. (44)

The relative degree of the system (42)-(44) with respect to the state y = αx1 + x2 + x3
is 2, 0 < α < 1. The system (42)-(44) can be transformed to

ż1 = z2,

ż2 = f(z, η) + g(z, η)u, (45)

η̇ = η −
(
z1 − η
α− 1

)
,

with y = z1, f(z, η) = αx3 + (α− 2)x21 + 2(α− 1)x1x2 + 2(α− 1)x31,
g(z, η) = 1− α.

Thus, the zero dynamic of the system (42)-(44) with respect to the state y = z1 is
asymptotically stable. Then, according to (34), the input control is

u =
1

1− α
(−a(z, η)− c0z1 − c1z2) . (46)

If we choose c0, c1 such that all roots of the polynomial p(λ) = c0 + c1λ + λ2 have
negative real part, then the system (42)-(44) has an asymptotically stable equilibrium at
(x1, x2, x3) = (0, 0, 0).

a b
Figure 1: a) simulation result for Example 3.1, b) simulation result for Example 3.2.

Simulation result is shown in Fig.1b for constants α = 0, 5, c0 = 6, c1 = 5. The initial
value x1(0) = −3, x2(0) = 5, x3(0) = −6.
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4 Conclusion

In this paper, we have investigated asymptotic stability of some class of affine nonlinear
control systems through partial feedback liearization. For a class of affine nonlinear
control systems with the relative degree of the system (9) with respect to the state y
being 1, the input control is designed so that the zero dynamic of the system (9) is
asymptotically stable. Next, for a class of affine nonlinear control systems with the
relative degree of the system (23) with respect to the state y being n − 1, the input
control is designed when the zero dynamic of the system (9) is asymptotically stable,
where the state y is the linear combination of the state variables.
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Abstract: In this work, we study the dynamics of a fractional-order Selkov model,
which is a classical mathematical model describing glycolysis, and its corresponding
discretized version. First, non-negativity, existence and uniqueness of the solution for
the model are discussed. We also investigate the local stability and the existence of
a Hopf bifurcation. The discrete fractional-order model is shown to exhibit very rich
behaviors and when considering the step size as a control parameter, a flip bifurcation,
Neimark-Sacker bifurcation and chaos are obtained. Finally, numerical simulations
are carried out to verify the correctness of the theoretical results obtained.

Keywords: fractional order; Selkov model; local stability; bifurcations; discretiza-
tion.
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1 Introduction

Glycolysis is the first step in the breakdown of glucose to extract energy for cellular
metabolism, it is present in nearly all living organisms. After many years of experimental
observations, Higgins [1] was the first to use mathematical modelling to understand the
process, he presented a model to explain sustained oscillations in the yeast glycolytic
system. His model, however, has no limit cycle for those values of its parameters with
which self oscillations are observed experimentally. In 1968, Selkov [2] introduced an
alternative mathematical model able to well reproduce the glycolytic oscillations in yeast,
it was shown that the Selkov model exhibits a Hopf bifurcation and thus there exist
parameter values for which it has a periodic solution. This model has sparked a number
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of further complementary studies. Results on the uniqueness and global attractivity of
the glycolytic oscillations were obtained by d’Onofrio [3]. Verveyko et al. [4] studied
the influence of periodic influx of glycolytic oscillations within the forced Selkov system,
in this work the quasi-periodic oscillations and chaos were obtained. In [5], several
properties of the dynamics of the solutions of the model were established, an analysis
of the Poincaré compactification of the system was given to study unbounded solutions.
Artés et al. [6] described the global dynamics in the Poincaré disc of the Selkov and
Higgins-Selkov models.

On the other hand, fractional calculus, defined as a generalisation of ordinary dif-
ferentiation and integration to arbitrary non-integer order, has ganed a considerable
importance during the past four decades and longer due to its use in many fields in
natural science and engineering applications such as neurons [7], finance systems [8, 9],
biological systems [10,11], chemical systems [12], nuclear magnetic resonance [13] and so
on. The main advantage of fractional-order differential equation models is that they are
naturally related to systems with memory, which exist in most biological systems, and
it allows greater degree of freedom than integer-order systems. Moreover, it was shown
that the stability region of the fractional-order models is greater than the stability region
of the integer-order ones.

In this paper, we investigate the dynamic behaviors of the fractional-order Selkov
model and its corresponding discretized version. First, we prove different mathematical
results such as non-negativity, existence and uniqueness of the solution for the model. We
also study the local stability of the unique equilibrium point and the existence of a Hopf
bifurcation. We implement a predictor-corrector scheme to do numerical simulations
and to illustrate our analytical findings. The discrete fractional-order model is shown to
exhibit very rich behaviors. A flip bifurcation, Neimark-Sacker bifurcation and chaos are
obtained.

2 Description of the Model

In [2], Selkov proposed the following simplified system:

dx

dt
= 1− xyγ ,

dy

dt
= αy

(
xyγ−1 − 1

) (1)

with the initial conditions x(0) > 0, y(0) > 0. The quantities x(t) and y(t) repre-
sent dimensionless concentrations of ATP and ADP at time t, respectively, while t is a
dimensionless time variable. γ > 1 is the stoichiometric parameter of the reaction

γADP + FF ↔ P,

the parameter α is a positive real number.
Selkov showed that the above planar system has only one equilibrium E = (1, 1) in a

finite part of the (x, y) phase plane, the characteristic equation in the neighbourhood of
E is ∣∣∣∣ −1− λ −γ

α α(γ − 1)− λ

∣∣∣∣ = 0,

its roots are

λ1,2 =
1

2
{α(γ − 1)− 1±

√
[α(γ − 1)− 1]2 − 4α}.
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Then E is a stable node at 0 < α ≤ α1, a stable focus at α1 < α < α0, an unstable focus
at α0 < α < α2 and an unstable node at α2 ≤ α <∞,
where

α0 =
1

γ − 1
and α1,2 =

(√
γ ± 1

γ − 1

)2

, (α1 < α2). (2)

Moreover, if we consider the real part of the eigenvalues as a function of α, then it passes
through zero when α = α0 and its derivative with respect to α at that point is non-zero.
Thus a Hopf bifurcation occurs. The first Lyapunov number σ of the bifurcation is found

to be σ = −3π(γ − 1)
1
2

4
(γ2(γ− 1) + 1) < 0. Thus the Hopf bifurcation is non-degenerate

and supercritical [5].

Remark 2.1 Selkov showed that the investigation of system (1) in infinity by means
of the Poincaré transformations [14] provides that this system has, in a positive quadrant
of infinity, two more equilibrium states: E1 = (∞, 0) and E2 = (0,∞), which explains
that some orbits may be unbounded. Here, we will consider only the equilibrium E =
(1, 1) in a finite part of the (x, y) phase plane.

The system considered in what follows is

c
0D

q
tx = 1− xyγ ,

c
0D

q
t y = αy

(
xyγ−1 − 1

)
,

(3)

where c
0D

q
t is the Caputo fractional derivative with the fractional order q (0 < q ≤ 1).

The main advantage of Caputo’s approach is that the initial conditions for the fractional
differential equations with Caputo derivatives take the similar form as for the integer-
order differential equations. We therefore study the system (3) with the same initial
conditions x(0) > 0, y(0) > 0 as in (1).

3 Non-Negativity, Existence and Uniqueness

Since x and y are the concentrations of ATP and ADP in living cells, respectively, we
are only interested in solutions that are non-negative. To prove the non-negativity of our
system, we shall use the following results.

Lemma 3.1 [15] Suppose that x(t) ∈ C[a, b] and Dq
ax(t) ∈ C(a, b] with 0 < q ≤ 1.

The Generalized Mean Value Theorem states that

x(t) = x(a) +
1

Γ(q)
(Dq

ax)(ξ).(t− a)q,

where a ≤ ξ ≤ t, ∀t ∈ (a, b].

Corollary 3.1 [15] Suppose that x(t) ∈ C[a, b] and c
t0D

q
ax(t) ∈ C(a, b] with 0 < q ≤

1. Then the following conditions hold:

1. If c
t0D

q
ax(t) ≥ 0, ∀t ∈ (a, b), then x(t) is a non-decreasing function for each

t ∈ [a, b].

2. If c
t0D

q
ax(t) ≤ 0, ∀t ∈ (a, b), then x(t) is a non-increasing function for each

t ∈ [a, b].
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We can now state the following theorem.

Theorem 3.1 All solutions of system (3) with the initial conditions x(0) ≥ 0 and
y(0) ≥ 0 are non-negative.

Proof. We will proof that x(t) ≥ 0 for all t ≥ 0. Suppose that the statement is not
true, then there is a constant t1 > 0 such that

x(t) > 0, 0 ≤ t < t1,
x(t1) = 0,
x(t+1 ) < 0.

(4)

Substituting the second equation of system (4) into the first equation of (3) gives

c
0D

q
tx(t)|t=t1 = 1. (5)

According to Corollary 3.1 we have x(t+1 ) ≥ 0, which contradicts the fact that x(t+1 ) < 0.
Therefore, we have x(t) ≥ 0, ∀t ≥ 0. Using the same argument we show that y(t) ≥
0, ∀t ≥ 0. 2

Now, we study the existence and uniqueness of the solution of our system (3).We
have the following lemma due to [16].

Lemma 3.2 Consider the system

c
t0D

q
tx(t) = f(t, x), t > t0,

with the initial condition xt0 , where 0 ≤ q ≤ 1, f : [t0,∞) × Ω → Rn, Ω ⊂ Rn.
If f(t, x) satisfies the locally Lipschitz condition with respect to x, then there exists a
unique solution of the above system on [t0,∞)× Ω.

We also need to use the following technical lemma.

Lemma 3.3 Let x and y be two positive real numbers and γ ≥ 1, then

|xγ − yγ | ≤ γ(sup(x, y))γ−1|x− y|.

Theorem 3.2 We consider system (3) with the initial conditions x(0) = x0 and
y(0) = y0 in the region [0,∞) × Ω, where Ω = {(x, y) ∈ R2/max{|x|, |y|} ≤ M} for
sufficiently large M . This initial value problem has a unique solution.

Proof. Let us define the functions f1(x, y) = 1− xyγ and f2(x, y) = αy(xyγ−1 − 1).
Further, we define F = (f1, f2)T and X = (x, y)T , then the differential equation can be
written as c

0D
q
tX = F (X).

We show that the function F : Ω → R2 is locally Lipschitz. Denote X1 = (x1, y1) and
X2 = (x2, y2). Then for any X1, X2 ∈ Ω we have

‖F (X1)− F (X2)‖ = |f1(x1, y1)− f1(x2, y2)|+ |f2(x1, y1)− f2(x2, y2)|
= |x1yγ1 − x2y

γ
2 |+ α|x1yγ1 − x2y

γ
2 − y1 + y2|

≤ (1 + α)|x1yγ1 − x2y
γ
2 |+ α|y1 − y2|,

noticing that

|x1yγ1 − x2y
γ
2 | =

1

2
[(x1 − x2)(yγ1 + yγ2 ) + (x1 + x2)(yγ1 − y

γ
2 )]
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and using the triangle inequality and Lemma 3.3 we have

‖F (X1)− F (X2)‖ ≤

≤ 1 + α

2
[|x1 − x2||yγ1 + yγ2 |+ |x1 + x2||yγ1 − y

γ
2 |] + α|y1 − y2|

≤ 1 + α

2

[
|x1 − x2||yγ1 + yγ2 |+ γ(sup(y1, y2))γ−1|x1 + x2||y1 − y2|

]
+ α|y1 − y2|

≤ (1 + α)Mγ |x1 − x2|+ ((1 + α)γMγ + α)|y1 − y2|
≤ L‖X1 −X2‖,

where L = (1 + α)γMγ + α. Thus F (X) satisfies the Lipschitz condition with respect
to X, following Lemma 3.2 , there exists a unique solution X(t) of system (3) with the
initial condition X(0) = (x(0), y(0)). 2

4 Local Stability and Hopf Bifurcation

The system (3) has only one equilibrium state E with coordinates x̄ = ȳ = 1. Linearising
the system about this point leads to the Jacobian matrix

J =

[
−1 −γ
α α(γ − 1)

]
,

the characteristic equation is then∣∣∣∣ −1− λ −γ
α α(γ − 1)− λ

∣∣∣∣ = 0,

its roots are

λ1,2 =
1

2
{α(γ − 1)− 1±

√
[α(γ − 1)− 1]2 − 4α}.

The system (3) is said to be locally asymptotically stable [17] around the equilibrium
point (x̄, ȳ) if

| arg(λi)| >
qπ

2
, i = 1, 2.

Hence it follows that

• If 0 < α ≤ α1: λ1,2 are real negative eigenvalues, E is asymptotically stable for all
q ∈ (0, 1].

• If α1 < α < α2: λ1,2 are complex conjugate eigenvalues, E is asymptotically stable

if and only if | arg(λ1,2)| > qπ

2
, that is, 0 < q < q∗, where

q∗ =
2

π

∣∣∣∣∣arctan

√
4α

[α(γ − 1)− 1]2
− 1

∣∣∣∣∣ .
• If α ≥ α2 λ1,2 are real positive eigenvalues, E is unstable for all q ∈ (0, 1],

where α0, α1 and α2 are defined as in (2).
Stability region of the fractional-order Selkov model for γ = 2 in the (α− q) plane is

shown in Fig. 1. The stable and unstable regions are separated by the curve of equation
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Figure 1: Stability region of the fractional-order Selkov model for γ = 2.

q(α) =
2

π

∣∣∣∣arctan

√
4α

[α(γ − 1)− 1]2
− 1

∣∣∣∣ . A Hopf bifurcation occurs when the system has

a pair of complex conjugate eigenvalues of the Jacobian matrix at an equilibrium point
and when the stability of the equilibrium point changes from stable to unstable as the
bifurcation parameter crosses a critical value. From the results of local stability, we
observe that the order of derivatives has an effect on the stability of model (3). Thus,
we can choose the order to be the bifurcation parameter. There are some studies that
considered the existence of the Hopf bifurcations in fractional-order systems [18–20]. In
this study, we use the conditions for the existence of a Hopf bifurcation which were
introduced by Xiang Li and Ranchao Wu [20].

Theorem 4.1 [20] When the bifurcation parameter q passes through the critical
value q∗ ∈ (0, 1), fractional-order system (3) undergoes a Hopf bifurcation at the equilib-
rium point if the following conditions hold:

(a) the Jacobian matrix of the system (3) at the equilibrium point has a pair of complex
conjugate eigenvalues λ1,2, where Re(λ1,2) > 0;

(b) m(q∗) = 0, where m(q) =
qπ

2
− min

1≤i≤2
| arg(λi)|;

(c)
dm(q)

dq

∣∣∣∣
q=q∗

6= 0.

If α0 < α < α2, then the Jacobian matrix of the system (3) at the equilibrium point
has a pair of complex conjugate eigenvalues λ1,2, where Re(λ1,2) > 0. Hence, condition
(a) in Theorem 4.1 holds. Moreover, when the bifurcation parameter takes the critical
value q = q∗, we obtain m(q∗) = 0 which is the condition (b) of the theorem.

Finally, from the definition of m(q), we have
dm(q)

dq

∣∣∣∣
q=q∗

=
π

2
6= 0. This implies that

condition (c) holds. Therefore, from Theorem 4.1 model (3) undergoes a Hopf bifurcation
at the equilibrium point E = (1, 1) when the bifurcation parameter passes through the
critical value q∗, where α0 < α < α2.
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Figure 2: The Hopf bifurcation curve q = q∗ separates the stability region of E into the stable
and unstable regions for γ = 2 and α0 < α < α2.

Remark 4.1 An important difference between the Hopf bifurcation in the integer-
and the fractional-order system is that in the integer-order system the limit cycle can be
a solution for this system, but in the fractional-order system, the limit cycle can not be
a solution of the system and the trajectories approach a limit cycle. In [21], the authors
proved that there are no periodic solutions in fractional-order systems. Thus, there is no
self-sustained solutions in the fractional-order Selkov model.

5 Discretized Fractional-Order Selkov Model and Its Analysis

In this section, we investigate some dynamical behavior of the discretized fractional-order
Selkov system (3). The discretization process can be done in the following manner [22,23].
Assume that x(0) = x0 and y(0) = y0 are the initial conditions of system (3). The
discretization with a piecewise constant argument is given as

c
0D

q
tx = 1− x([t/s]s)yγ([t/s]s),

c
0D

q
t y = αy([t/s]s)

(
x([t/s]s)yγ−1([t/s]s)− 1

)
.

(6)

We suppose that t ∈ [0, s), hence t/s ∈ [0, 1). So, we have

c
0D

q
tx = 1− x0yγ0 ,

c
0D

q
t y = αy0

(
x0y

γ−1
0 − 1

)
,

(7)

whose solution becomes

x1(t) = x0 + Iq0 (1− x0yγ0 ) ,

= x0 +
tq

qΓ(q)
(1− x0yγ0 ) ,

y1(t) = y0 + Iq0

(
αy0

(
x0y

γ−1
0 − 1

))
,

= y0 +
tq

qΓ(q)

(
αy0

(
x0y

γ−1
0 − 1

))
,

(8)
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where Iq0 =
1

Γ(q)

∫ t

0

(t− τ)q−1dτ, q > 0.

In the second step, we assume t ∈ [s, 2s) so that t/s ∈ [1, 2) and obtain

c
0D

q
tx = 1− x(s)yγ(s),

c
0D

q
t y = αy(s)

(
x(s)yγ−1(s)− 1

)
.

(9)

The solution of this equation is

x2(t) = x1(s) + Iqs (1− x1(s)yγ1 (s)) ,

= x1(s) +
(t− s)q

qΓ(q)
(1− x1(s)yγ1 (s)) ,

y2(t) = y1(s) + Iqs

(
αy1(s)

(
x1(s)yγ−1

1 (s)− 1
))

,

= y1(s) +
(t− s)q

qΓ(q)

(
αy1(s)

(
x1(s)yγ−1

1 (s)− 1
))

,

(10)

where Iqs =
1

Γ(q)

∫ t

s

(t− τ)q−1dτ, q > 0.

Repeating the discretization process n times, we have

xn+1(t) = xn(ns) +
(t− ns)q

qΓ(q)
(1− xn(ns)yγn(ns)) ,

yn+1(t) = yn(ns) +
(t− ns)q

qΓ(q)(
αyn(ns)

(
xn(ns)yγ−1

n (ns)− 1
))
,

(11)

where t ∈ [ns, (n + 1)s). Making t → (n + 1)s, we obtain the corresponding fractional
discrete model of the continuous fractional model (3) as

xn+1 = xn +
sq

qΓ(q)
(1− xnyγn) ,

yn+1 = yn +
sq

qΓ(q)

(
αyn

(
xny

γ−1
n − 1

))
.

(12)

It should be noticed that if the fractional parameter q converges to one in equation (12),
we have the forward Euler discretization of system (3).

5.1 Stability of the fixed point of the discretized system

In this subsection, we study the asymptotic stability of the fixed points of the model
(12). By solving the equations xn+1 = xn = x and yn+1 = yn = y, we can easily find
that (12) has the same unique fixed point as in the fractional-order system (3) given by
E = (1, 1) for every parameter value α and step size s. To investigate the stability of the
fixed point of model (12), we need the following lemma [24].

Lemma 5.1 Let F (λ) = λ2 − Trλ+Det. Suppose that F (1) > 0, λ1 and λ2 are the
two roots of F (λ). Then

(i) |λ1| < 1 and |λ2| < 1 if and only if F (−1) > 0 and Det < 1.

(ii) |λ1| < 1 and |λ2| > 1 (or |λ1| > 1 and |λ2| < 1 ) if and only if F (−1) < 0.
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(iii) |λ1| > 1 and |λ2| > 1 if and only if F (−1) > 0 and Det > 1.

(vi) λ1 = −1 and λ2 6= 1 if and only if F (−1) = 0 and Tr 6= 0, 2.

(v) λ1 and λ2 are complex and |λ1| = |λ2| if and only if Tr2 − 4Det < 0 and Det = 1.

To distinguish between the different topological types for the fixed point E, we need
the following lemma [25].

Lemma 5.2 (i) A fixed point E is called a sink if |λ1| < 1 and |λ2| < 1, so the
sink is locally asymptotically stable.

(ii) A fixed point E is called a source if |λ1| > 1 and |λ2| > 1, so the source is locally
unstable.

(iii) A fixed point E is called a saddle if |λ1| < 1 and |λ2| > 1 (or |λ1| > 1 and |λ2| < 1),
the saddle is locally unstable.

(iv) A fixed point E is called non-hyperbolic if either |λ1| = 1 or |λ2| = 1.

Theorem 5.1 For all 0 < q ≤ 1 we have the following results:

• If 0 < α ≤ α1, then the fixed point E is a sink if 0 < s < s1, a saddle point if
s1 < s < s2, and a source if s ≥ s2.

• If α1 < α < α0, then the fixed point E is a sink if 0 < s < s0, non-hyperbolic if
s = s0, and a source if s > s0.

• If α ≥ α0, then the fixed point E is a source for all s > 0,

where

s0 =

[
qΓ(q)

α
(1− α(γ − 1))

]1/q
s1,2 =

[
qΓ(q)

α

(
(1− α(γ − 1))±

√
(α(γ − 1)− 1)2 − 4α

)]1/q
, s1 < s2.

Proof. The Jacobian matrix of system (12) at the fixed point E is

J∗ =

 1− sq

qΓ(q)
−γ sq

qΓ(q)

α
sq

qΓ(q)
1 + α(γ − 1)

sq

qΓ(q)

 .
The characteristic equation of the Jacobian matrix can be written as

λ2 − Trλ+Det = 0,

where Tr is the trace and Det is the determinant of the Jacobian matrix J∗, they are
given as

Tr = 2 +
sq

qΓ(q)
(α(γ − 1)− 1) ,

Det = 1 +
sq

qΓ(q)
(α(γ − 1)− 1) + α

(
sq

qΓ(q)

)2

.
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α 0 α1 α0 α2

Selkov Stable Stable Unstable Unstable

model Node Focus Focus Node

FO Selkov LA Stable LA Stable iff Unstable

model ∀q ∈ (0, 1] 0 < q < q∗ ∀q ∈ (0, 1]

a Sink for 0 < s < s1 a Sink for s < s0 a Source ∀s > 0

Discritized

FO Selkov a Saddle for s1 < s < s2 a Source for s > s0 ∀q ∈ (0, 1]

model

a Source for s ≥ s2 ∀q ∈ (0, 1]

∀q ∈ (0, 1]

Table 1: Comparison of dynamical behaviors of the Selkov model (1) with its corresponding
fractional-order system (3) and discretized fractional-order system (12).

Hence, the eigenvalues are

λ1,2 = 1 +
sq

2qΓ(q)

(
α(γ − 1)− 1±

√
(α(γ − 1)− 1)2 − 4α

)
.

We have

F (1) = α

(
sq

qΓ(q)

)2

> 0, for all α > 0, s > 0,

and

F (−1) = 4 + 2
sq

qΓ(q)
(α(γ − 1)− 1) + α

(
sq

qΓ(q)

)2

.

Applying Lemma 5.1 with some algebraic manipulations, one can obtain the results. 2 A
comparison table on dynamical behaviors of the Selkov model (1) with its corresponding
fractional-order system (3) and discretized fractional-order system (12) has been given
in Table 1.

5.2 Bifurcation analysis

The necessary and sufficient conditions ensuring that |λ1| < 1 and |λ2| < 2 are

F (1) > 0, F (−1) > 0 and Det > 1.

The violation of one of these conditions, with the other two being simultaneously fulfilled
leads to:

(i) a fold or transcritical bifurcation (a real eigenvalue that passes through +1). This
local bifurcation leads to the stability switching between two different steady states;



256 T. HOUMOR, H. ZERIMECHE AND A. BERKANE

(ii) a flip bifurcation (a real eigenvalue that passes through -1). This local bifurcation
entails the birth of a period 2-cycle;

(iii) a Neimark-Sacker bifurcation (i.e., the modulus of a complex eigenvalue pair that
passes through 1). This local bifurcation implies the birth of an invariant curve
in the phase plane. The Neimark-Sacker bifurcation is considered to be equivalent
to the Hopf bifurcation in continuous time and is indeed the major instrument to
prove the existence of quasi-periodic orbits for the map.

In [25], the author presents a complete study of the main types of bifurcations for two-
dimensional maps.

Now, we study the bifurcation types of the fixed point E.

Theorem 5.2 The fixed point E loses its stability

(i) via a flip bifurcation when 0 < α ≤ α1 and s = s1.

(ii) via a Neimark-Sacker bifurcation when α1 < α < α0 and s = s0.

Proof.

(i) When 0 < α ≤ α1, the Jacobian matrix J∗ has a pair of real eigenvalues. At s = s1,
we have λ1 6= 0 and λ2 = −1, thus the model (12) undergoes a flip bifurcation which
entails the birth of a period 2-cycle.

(ii) When α1 < α < α0, the Jacobian matrix J∗ has a pair of complex conjugate
eigenvalues. At s = s0, the modulus of λ1,2 is equal to 1, thus the model (12)
undergoes a Neimark-Sacker bifurcation. 2

6 Numerical Simulation

In this section, we perform numerical simulation to confirm the above theoretical anal-
ysis and to illustrate the dynamics of both the fractional-order Selkov model and its
discretization.

There are many numerical methods for solving nonlinear fractional differential equa-
tions such as the Adomian decomposition method [26], variational iteration method [27]
and homotopy perturbation method [28]. In this study, we use the Adams-type predictor-
corrector method [29] for the numerical solution of system (3). This method is a very
effective tool to give numerical solutions of fractional-order differential equations.

Without loss of generality, we fix γ = 2, which gives α0 = 1, α1 = 0.17157 and
α2 = 5.8284, we choose α = 1.2 (in the interval (α1, α2)) and we vary the order q, the
step size is considered as 0.01 and the initial point x(0) = 1.5, y(0) = 1.3. Note that
for α = 1.2, there exists a critical value q = q∗ = 0.9418 below which the equilibrium
point E is asymptotically stable and above which unstable. The stable behavior of the
system is presented in Fig.5(a)-(b) for q = 0.92 (< 0.9418) and the unstable behavior
of the system for q = 0.98 (> 0.9418) is presented in Fig.5(c)-(d). A Hopf bifurcation
occurs at q = q∗.

To illustrate the corresponding discrete system (12) of the fractional-order Selkov
system (3), we consider q = 0.85. Stability of the fixed point depends on the step size
s. First, we take α = 0.1 (in the interval (0, α1)), then the step size s should be less
than s1 = 2.8775 for E to be stable and otherwise unstable. The fixed point undergoes
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(a) (b)

(c) (d)

Figure 3: Phase portraits and the time series fractional-order Selkov model for (a),(b) q = 0.92,
(c), (d) q = 0.98.

a flip bifurcation (Fig.4(a)) at the critical step size s = s1. Now, we take α = 0.9 (in the
interval (α1, α0)), the Jacobian matrix J∗ has a pair of complex conjugate eigenvalues
λ1,2 = 0.99409+0.11203i, where |λ1,2| = 1, for the value of step size s = s0 = 0.07597 this
implies that the system (12) undergoes a Neimark-Saker bifurcation at the fixed point
E. The bifurcation diagram (Fig.4(b)) represents it succinctly. The maximal Lyapunov
exponents corresponding to Fig.4(b) are computed and plotted in Fig.4(c), from which
we deduce that chaotic behaviors may arise when the step size s is increasing. Some
phase portraits are displayed in Fig.5. It clearly depicts the process of how a smooth
invariant closed curve (Fig.5(b)) bifurcates from the stable fixed point E (Fig.5(a)).
When s exceeds s0 = 0.07597 (for example, s = 0.08), a simple closed curve enclosing
the fixed point E appears. When s increases, the simple closed curve disappears. The
strange attractor of system (12) for s = 0.305 is shown in Fig.5(f).

7 Conclusion

In this work, we have introduced a fractional-order Selkov model and its discretized
counterpart. For the fractional-order system we have proved some mathematical results
such as non-negativity, existence and uniqueness of the solution. We have also studied
the local stability of the equilibrium point and proved the existence of a Hopf bifurcation
with respect to the fractional order. Discretization of the fractional-order system was
done with piecewise constant arguments and the corresponding dynamics was explored.
It is observed that the dynamics of the discrete system depends on both the step size and
the fractional order. Existence of the Neimark-Saker and flip bifurcations has been shown
both analytically and numerically. It is also observed that the discrete fractional-order
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(a)

(b)

(c)

Figure 4: (a) Bifurcation diagram of the discrete fractional-order Selkov system (12) for q =
0.85 and α = 0.1, a flip bifurcation occurs at s = s1 = 2.8775; (b),(c) Bifurcation diagram
and the corresponding maximal Lyapunov exponent of system (12) for q = 0.85 and α = 0.9, a
Neimark-Saker bifurcation occurs at s = s0 = 0.070591.
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(a) s = 0.06 (b) s = 0.08

(c) s = 0.2 (d) s = 0.25

(e) s = 0.29 (f) s = 0.305

Figure 5: Phase portraits of the discretized fractional-order Selkov model for some values of
the step size s.



260 T. HOUMOR, H. ZERIMECHE AND A. BERKANE

system shows more complex dynamics as the step size becomes larger. Our simulation
results revealed that the discrete system exhibits chaotic dynamics for a larger step size.
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1 Introduction

Multiphase drives have recently gained interest due to their advantages over traditional
three-phase drives for high-power applications (e.g., locomotive traction, electric ship
propulsion) and/or high-current applications (e.g., electric and hybrid vehicles). Indeed,
there are plenty benefits of a greater number of phases such as reducing the inverter per
leg power, decreasing the amplitude of torque pulsations in motor drives and lowering the
dc-link current harmonics [1]. Another very interesting feature of this kind of machines
is their capability to start-up and run even with one or two non-adjacent stator phases
under open or short circuit. Hence, it provides high reliability, especially in industrial
applications where the stop of the machine has to be avoided during working process.

The technique of torque control of induction motors was developed and presented by
I. Takahashi as a direct torque control (DTC) [2], and by M. Depenbrock as a direct self
control (DSC) [3]. It is possible to enhance the operating characteristics of not only the
motor but also the voltage source inverter (VSI) supplying such drives by using the direct
control of the stator flux and torque instead of the traditional current control technique.

The basic principle behind a three-phase ac drive’s DTC is to directly and indepen-
dently control the electromagnetic torque and flux linkage by using six or eight voltage
space vectors saved in a lookup table. Since the DTC approach has additional advantages
when applied to multiphase machines, in recent years the application of the DTC tech-
nique for multiphase machines has received a widespread attention [4–6]. The five-phase
induction motor direct torque control can minimize successfully the ripple amplitude of
both the stator flux and the torque, allowing a more reliable flux and torque control [7].

The use of the space vector modulation (SVM) retains the transient performance
and robustness of the DTC, and decreases the torque ripple of the steady state. At
the same time, the switching frequency can also be kept constant and controllable [8].
It can be said that the five-phase inverter can give more flexibility due to its ability to
provide 32 space vector voltages, hence the elaboration of the desired torque and flux can
be obtained in a more flexible and accurate way compared to its counter-part of three
phases.

A large number of studies have been carried out focusing mainly on sensorless drives
on a three-phase induction machine to increase the efficiency and reduce cost. Although
the cases of the sensorless control of a multiphase motor drive are limited in the literature,
nevertheless few documented research activities treat the sensorless control of a five-phase
motor as a three-phase case extension. B. S. Khaldi et al. [9] have presented a comparison
between a new sensorless method and an adaptive observer for the DTC applied on the
five-phase IM. H. Echeikh et al. [10] have proposed an improved sliding mode observer
for the sensorless control of a five-phase induction motor. O. Gonzalez et al. [11] have
proposed a speed sensorless control of a five-phase induction machine by using an inner
loop of the model-based predictive control. In [12], the authors have described the use of
02 speed observers system planes for a five-phase machine supplied by the current source
inverter.

It is known that the most popular speed sensorless control is the MRAS technique
because of its simple implementation. In some previous works, the MRAS speed estimator
is applied for the five-phase induction machine with several schemes such as the scalar
control [13], the vector control [14], and the SVM-backstepping control [15]. However,
a limited number of works have investigated the direct torque control of a five-phase
induction machine.
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In this paper, the authors present an extension of the application of the MRAS
technique for a three-phase machine to be incorporated with the application of the DTC
for a five-phase induction motor for ensuring its sensorless control and compare it with
a speed and flux full-order adaptive observer which is used for the same purpose.

The following part of this paper is organized in five sections. Section 2 focuses on
the presentation of the modeling of a five-phase induction machine; Section 3 describes
in details the direct torque control of a five-phase induction motor and the space vector
PWM. In Section 4, the authors present the first observer used for the estimation of
the rotor speed and the rotor flux called a speed and flux full-order adaptive observer.
Further, in Section 5, the extended application of the MRAS to a five-phase induction
motor is presented. Section 6 is dedicated to the results obtained via simulation. This
paper ends with a conclusion.

2 Modeling of a Five-Phase Induction Machine

In the present paper, the modeling of the five-phase induction machine will be based on
some simplifying hypotheses, which can be presented as follows:

− The motor has an unsaturated symmetrical armature.

− The hysteresis and eddy currents are negligible.

− The air gap is of uniform thickness, the slotting effect is neglected.

− The proper and mutual inductances are independent of the currents flowing in the
different windings.

− The distribution of the flux along the air gap is assumed to be a sine waveform.

− The skin effect is negligible.

− Considering regular phase shifting between each two sequenced phases, the windings
in all phases are supposed to be identical.

The model of the machine is presented in a common reference frame, rotating at an
arbitrary angular speed as shown in Fig.1.

The model of the five-phase squirrel cage induction machine can be written in matrix
form as follows [16]: {

[V sabcde] = [Rs] [Isabcde] + d
dt [φsabcde],

[V rabcde] = [Rr] [Irabcde] + d
dt [φrabcde] = 0,

(1)

{
[φsabcde] = [Ls] [Isabcde] + [Lsr] [Irabcde],

[φrabcde] = [Lr] [Irabcde] + [Lrs] [Isabcde] ,
(2)

where [
V sabcde
V rabcde

]
=

[
V sa V sb V sc V sd V se
V ra V rb V rc V rd V re

]T
, (3)

[
Isabcde
Irabcde

]
=

[
Isa Isb Isc Isd Ise
Ira Irb Irc Ird Ire

]T
, (4)
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Figure 1: Park transformation applied to the five-phase induction machine.

[
φsabcde
φrabcde

]
=

[
φsa φsb φsc φsd φse
φra φrb φrc φrd φre

]T
. (5)

For the simplification of the model of the machine under study, which is presented in the
natural frame abc, the following matrices of transformation are used for the stator and
the rotor to obtain the model of the machine in biphase frames while keeping the power
invariant. These matrices are presented as follows:

As =

√
2

5


cos θs cos (θs − α) cos (θs − 2α) cos (θs + 2α) cos (θs + α)
− sin θs − sin (θs − α) − sin (θs − 2α) − sin (θs + 2α) − sin (θs + α)

1 cos(2α) cos(4α) cos(4α) cos(2α)
0 sin(2α) sin(4α) − sin(4α) − sin(2α)

1/
√

2 1/
√

2 1/
√

2 1/
√

2 1/
√

2

 ,
(6)

Ar =

√
2

5


cosβ cos(β − α) cos(β − 2α) cos(β + 2α) cos(β + α)
− sinβ − sin(β − α) − sin(β − 2α) − sin(β + 2α) − sin(β + α)

1 cos(2α) cos(4α) cos(4α) cos(2α)
0 sin(2α) sin(4α) − sin(4α) − sin(2α)

1/
√

2 1/
√

2 1/
√

2 1/
√

2 1/
√

2

 .
(7)

Here

θs =

∫
ωadt and β = θs − θ =

∫
(ωa − ω) dt, (8)

where α = 2π/5, β is the instantaneous angular position of the d-axis of the common
reference frame, ωa is the arbitrary speed of the selected common reference frame, ω is
the rotor angular (electrical) speed and θ is the instantaneous rotor position. Using these
transformations, the equations in the d− q − d1 − q1 − 0 domain can be written as[

V sdqd1q10

]
= [As] [V sabcde] ,

[
φrdqd1q10

]
= [Ar] [φrabcde] , (9)
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V rdqd1q10

]
= [Ar] [V rabcde] ,

[
Isdqd1q10

]
= [As] [Isabcde] , (10)[

φsdqd1q10

]
= [As] [φsabcde] ,

[
Irdqd1q10

]
= [Ar] [Irabcde] . (11)

The stator and rotor voltage equations for the machine in arbitrary reference frame can
be written as (the symbol p stands for d/dt)

Vds = RsIds − ωaφqs + pφds, Vd1s = RsId1s + pφd1s,
Vqs = RsIqs + ωaφds + pφqs, Vq1s = RsIq1s + pφq1s,

Vdr = RrIdr − (ωa − ω)φqr + pφdr, Vd1r = RrId1r + pφd1r,
Vqr = RrIqr + (ωa − ω)φdr + pφqr, Vq1r = RrIq1r + pφq1r.

V0s = RsI0s + pφ0s, V0r = RrI0r + pφ0r.

(12)

The flux linkages φds, φqs, φdr and φqr can be written after transformation as
φds = (Lls + Lm) Ids + LmIdr, φd1s = LlsId1s,
φqs = (Lls + Lm) Iqs + LmIqr, φq1s = LlsIq1s,
φdr = (Llr + Lm) Idr + LmIds, φd1r = LlrId1r,
φqr = (Llr + Lm) Iqr + LmIqs, φq1r = LlrIq1r.

φ0s = LlsI0s, φ0r = LlrI0r.

(13)

In the stationary reference frame, the stator and rotor equations of the five-phase IM can
also be obtained as follows:

Vαs = RsIαs + pφαs, Vd1s = RsId1s + pφd1s,
Vβs = RsIβs + pφβs, Vq1s = RsIq1s + pφq1s,
V0s = RsI0s + pφ0s,

Vαr = RrIαr + ωφβr + pφαr, Vd1r = RrId1r + pφd1r,
Vβr = RrIβr − ωφαr + pφβr, Vq1r = RrIq1r + pφq1r,

V0r = RrI0r + pφ0r,

(14)


φαs = (Lls + Lm) Iαs + LmIαr, φd1s = LlsId1s,
φβs = (Lls + Lm) Iβs + LmIβr, φq1s = LlsIq1s,
φαr = (Llr + Lm) Iαr + LmIαs, φd1r = LlrId1r,
φβr = (Llr + Lm) Iβr + LmIβs, φq1r = LlrIq1r,
φ0r = LlrI0r, φ0s = LlsI0s.

(15)

The torque equation can be written as

Te = PLm (IdrIqs − IdsIqr) . (16)

Therefore, the difference between the model of the five-phase machine and the model
of the three-phase machine is the existence of d1 − q1 components in (12)-(15).From
equations (12) and (13), it is clear that the components of the rotor and stator in the
d1 − q1 frame are completely decoupled from the components of d − q and one from
each other. On the other side, the rotor and stator components in d1 − q1 are totally
decoupled, hence these components do not contribute to the production of the flux or
the electromagnetic couple, however they can produce more losses in the machine. Due
to the short-circuited rotor winding and star connection of the stator winding, it is
supposed further that the five-phase components are balanced in the stator and rotor,
the zero sequence components of both the stator and the rotor can be omitted from
further consideration.

This means that the five-phase induction machine model would be identical to the
three-phase induction machine model. Therefore, as with a three-phase induction ma-
chine, the same DTC concepts can be used.
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3 Direct Torque Control of a Five-Phase Induction Motor

The direct torque control approach was found to be a powerfull technique for ensur-
ing a quick dynamic response in the three-phase induction motor, hence it is expected
to achieve the same features when applied to the five-phase induction motor which is
presented in this section. The DTC approach is based on the vector theory of space volt-
age [2, 3]. The decoupling of the flux and the torque can be accomplished based on the
merits of the used five-phase inverters, which allows obtaining of suitable space voltage
vectors among the available switching patterns offered by this kind of inverter.

The DTC control technique was demonstrated in several previous works to be more
simple compared to the conventional control techniques such as the field-oriented control,
which have been used intensively for the control of many machine topologies. Indeed,
the DTC does not use the current controller and PWM signal generators, in contrast,
the torque response is greatly improved [17], which makes this technique more attractive
to be applied within many topologies of electrical motors such as multi-phase machines.

The five-phase motor is fed by a five-phase voltage source inverter as shown in Fig.2.
In this kind of inverter, 32 switching states can be obtained, there are two zero voltage
states associated with either, all upper switches are “on” or all bottom switches are “off”.
At the same time, there are thirty non-zero active vectors, which are distributed in three
concentrated regular decagons, where these active vectors are presenting the difference
vertices. The difference between the three decagons is the length of their vertices with
constant rations referring to the inner decagon vertices that can be defined as the golden
ratio φ, 1 : 1.618 : 1.6182 (Fig.3).

The SV-PWM is used to produce almost the best sinusoidal phase output voltages,
where the most low frequency dominant harmonics have neglected amplitude compared
to the fundamental component. In this paper, it is proposed to use only the active
vectors, which are located in the two outer decagons presenting the large and medium
active vectors. In each switching period, the use of two adjacent medium space vectors
with two large active space vectors makes it possible to maintain a zero average value [18],
and consequently, providing almost sinusoidal output.
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Figure 2: Five-phase pulsewidth-modulation inverter.

The stator vector control or the stator flux oriented control (SFOC) is applied to the
five-phase induction machine. It is based basically on two types of estimators, which
are used to ensure the estimation in real time of the stator flux and the rotor speed.
The first one is the adaptative flux and speed observer, and the second one is the MRAS
estimator. The principal of the SFOC presented in this paper is illustrated in Fig.4, where
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Figure 3: Thirty non-zero switching vectors for the five-phase IM motor drive in the
α− β plane.

the control can be achieved based on the use of one of the aforementioned estimators as
it is indicated in Fig.4.
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Figure 4: Schematic block diagram of the speed sensorless five-phase induction motor.

The mechanical equation of the motor can be expressed as follows:{
J
P
dω
dt = Te − TL − Tf

P ω,
Te = P (φdsIqs − φqsIds) ,

(17)

where Te is the electromagnetic torque developed by the motor in (N.m), TL is the load
torque in (N.m), Tf is the friction torque in (N.m) and ω is the rotor speed in rad/s.
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The voltage stator equation presented in equation (12) can be rewritten in the stator
flux coordinate, where the stator linkage flux is aligned with the d axis, which means
that the q component will be equal to zero (φds = φs, φqs = 0). Hence, the voltage stator
equations become as follows:  Vds = RsIds + dφs

dt ,
Vqs = RsIqs + ωaφs,

Te = pφsIqs.
(18)

From (18), the motor can be expressed as follows:{
dφs

dt = Vds −RsIds,
Te = Pφs

Rs
(Vqs − ωaφs) .

(19)

Indeed, the DTC-SVM is based mainly on the stator flux oriented control (SFOC) and
benefits from the use of two PI controllers, the first one is used for the torque control
and the second one is used for the flux control. These controllers contribute within a
closed loop to providing the reference stator voltages in the (d − q) frame as shown in
Fig.5. Then these obtained voltages are used as the input for the SVPWM technique to
generate the different switching patterns [8].
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Figure 5: Block diagram of the flux and torque loops.

As shown in Fig.6(a), four active space vectors (two medium vectors and two large
vectors) in each sector, will be applied for the production of the desired reference voltage
at each sampling time step. Therefore, the main task of the SVPWM techniques is the
determination of the times of application of each vector in each sector to synthesize the
output voltage vector as required. The four times of application of the four vectors are
nominated as tal, tbl, tam, tbm [18]. These times are calculated based on the following
equations and are shown in Fig.6(b).

ta =

∣∣V̄ ∗
s

∣∣ sin(kπ/5− α)∣∣V̄l∣∣ sin(π/5)
ts, tb =

∣∣V̄ ∗
s

∣∣ sin(α− (k − 1)π/5)∣∣V̄l∣∣ sin(π/5)
ts, (20)

where k is the sector number (k= 1 to 10),

tal =
|V̄l|

|V̄l|+|V̄m| ta, tam =
|V̄m|
|V̄l|+|V̄m| ta,

tbl =
|V̄l|

|V̄l|+|V̄m| tb, tbm =
|V̄m|
|V̄l|+|V̄m| tb.

(21)

The zero space vector application time is given by t0 = ts − tal − tam − tbl − tbm.
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Figure 6: (a) Vector time calculation for the five-phase VSI in the first sector, (b)
SVPWM switching pattern (the 1st sector using large and medium space vector) [18].

4 Speed and Flux Full-Order Adaptive Observer

The stator and rotor equations of the five-phase IM model in the α−β stationary reference
frame can be obtained by applying only the Clark transformation to equation (12). The
new resulting ones can be written as follows:{

Vαs = RsIαs + pφαs, Vβs = RsIβs + pφβs,
0 = RrIαr + ωφβr + pφαr, 0 = RrIβr − ωφαr + pφβr.

(22)

In the same manner, the magnetic equations of the stator and rotor flux can be rewritten
as follows: {

φαs = LsIαs + LmIαr, φαr = LrIαr + LmIαs,
φβs = LsIβs + LmIβr, φβr = LrIβr + LmIβs.

(23)

The obtained model of the five-phase IM can be written further in the canonical space
state form as follows:

Ẋ = AX +BU, (24)

where
X = [Iαs, Iβs, φαr, φβr]

T
, U = [Vαs, Vβs] , (25)

A =


a 0 b bTrω
0 a −bTrω b
Lm

Tr
0 − 1

Tr
−ω

0 Lm

Tr
ω − 1

Tr

 , B =


1
σLs

0

0 1
σLs

0 0
0 0

 , (26)

a = − 1

σLs

(
Rs +

L2
m

LrTr

)
, b =

Lm
σLsTrLr

, σ = 1− L2
m

LsLr
, Tr =

Lr
Rr

. (27)

A full-order observer is proposed and can be build based on the system of equations (24),
where the rotor speed is supposed to be constant within each sampling period, which is
considered in this work as an additional assumption to be taken into account. Further-
more, it is important to clarify that this assumption is very realistic and practical as the
mechanical time constant is relatively larger compared to the electrical time constant.
The operating model of the obtained full-order observer can be presented as follows [19]:

ˆ̇X = AX̂ +BU +G
(
Îs − Is

)
, (28)
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Â =


a 0 b bTrω̂
0 a −bTrω̂ b
Lm

Tr
0 − 1

Tr
−ω̂

0 Lm

Tr
ω̂ − 1

Tr

 , Is = [Iαs, Iβs]
T
. (29)

The symbol (X̂) denotes the estimated values, G is the observer gain matrix, which is
determined by the following equation such that the observer poles are proportional to
those of the induction motor (the proportionality constant is k, and k >= 1) [19]:

G =

[
g1 g2 g3 g4

−g2 g1 −g4 g3

]
, (30)

where
g1 = (k − 1) (a− 1/Tr) , g2 = (k − 1)ω̂, g4 = −c(k − 1)ω̂,
g3 =

(
k2 − 1

)
(ca+ Lm/Tr)− c(k − 1) (a− 1/Tr) , c = 1

bTr
.

(31)

By using (28) and (29), it is possible to implement a speed estimator, which is able
to estimate the rotor speed in real time by using the adaptive state observer shown in
Fig.7 [19].

ω̂ = Kp

(
eiαsφ̂βr − eiβsφ̂αr

)
+Ki

∫ (
eiαsφ̂βr − eiβsφ̂αr

)
dt, (32)

where Kp and Ki are arbitrary positive gains.

eiαs = Iαs − Îαs and eiβs = Iβs − Îβs. (33)

In this observer, only d and q voltage components of the five-phase machine are used since
d1 and q1 components do not present any significant contribution in the estimation.

. 
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Figure 7: Block diagram of the adaptive flux and speed observer.

5 Model Reference Adaptative System MRAS

In this section, the model reference adaptive system technique (MRAS) is used to perform
the sensorless direct torque control of the five-phase induction motor using the values
resulting from the estimation of the rotor flux and the rotor speed based on the available
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measurements of stator currents and voltages. Indeed, this technique possesses simple
process of programming and implementation, where it benefits mainly from the advantage
of using two decoupled models of the motor under study to ensure the estimation of the
required states [15, 20]. The first estimation model called the reference model does not
require the computation of the rotor speed, it is rotor speed independent, and it serves
in the estimation of the rotor flux based on two inputs, that is, the measured stator
current and the controlled stator voltage (measured or computed based on the SVPWM
process) at the output side of the inverter. The second model is a tuning model which is
called the adaptive (adjustable) model, it requires as an input only the stator measured
current and uses the estimated rotor speed to adjust the output which is the adjustable
rotor flux. A defined error between the two outputs of the aforementioned model will
be used via a PI controller with a simple gain which performs the adaptation process of
the proposed MRAS for obtaining the estimated rotor speed. It is worthy here to clarify
that the MRAS process is based on the components of the stationary frame α-β.

Based on the equations of rotor flux in (15) and the equation of stator voltages in
(14), the derivative of the rotor flux components can be written as follows: dφ

(1)
αr /dt = Lr

Lm
(Vαs − (Rs + σLsp) iαs) ,

dφ
(1)
βr /dt = Lr

Lm
(Vβs − (Rs + σLsp) iβs) ,

(34)

where σ = 1− L2
m

LsLr
.

This equation presents the first model, where it is clear that from the measured
stator currents (iαs, iβs) and the stator voltage components (vαs, vβs) obtained from
the output controlled inverter, the two components of the rotor flux (φαs, φβs) can be
calculated (estimated) as shown in Fig.8. Based on the equations of rotor flux in (15)
and the equation of rotor voltages in (14), the derivative of the rotor flux components
can be written as follows: dφ

(2)
αr /dt = − 1

Tr
φ

(2)
αr − ω̂rφ(2)

βr + Lm

Tr
iαs,

dφ
(2)
βr /dt = − 1

Tr
φ

(2)
βr + ω̂rφ

(2)
αr + Lm

Tr
iβs,

(35)

where Tr = Lr

Rr
.

This equation presents the second model, where it is clear that from only the measured
stator currents (iαs, iβs), the previous estimated rotor speed (ω̂r) at the MRAS output
and the two previous estimated components of the adjustable rotor flux (φαs, φβs), the
actual two components of the estimated flux can be obtained as shown in Fig.8. The
error which is used at the input of the PI controller is defined as follows:

eφ = φ
(1)
βr φ

(2)
αr − φ(1)

αr φ
(2)
βr . (36)

Finally, the estimated actual speed is obtained as follows:

ω̂r = kpeφ + ki

∫
eφ. (37)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 21 (3) (2021) 262–279 273

 

 

 

 

 

 

 

 

 

Adjustable model
 

Error 
Calculation 

r̂  
  

Reference Model 

5Ph Induction Motor 

Adjustable Model 

Vβs Vαs 

Iαs Iβs 

)2(

r  

)1(

r  

Figure 8: Block diagram of the MRAS speed estimator.

Figure 9: Adaptive observer (speed reverse condition): (a) reference speed, estimated
speed, (b) stator current, (c) electromagnetic torque, (d) α and β axes stator fluxes
versus each other.

6 Results

In this section, the two investigated speed estimation approaches in combination with the
DTC-SVM, which have been presented in the previous sections to ensure the sensorless
control of the five-phase induction machine, have been performed via simulation under
MATLAB/Simulink. Indeed, the main aim of the presented simulation is the evaluation
of the effectiveness and the performances of both approaches in ensuring the dynamic
stability of the speed control of the machine being studied under two specific speed
profiles within the rated speed range and low speed range.

In these simulations, a profile of the reference speed variation is proposed and contains
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Figure 10: MRAS estimator (speed reverse condition): (a) reference speed, estimated
speed, (b) stator current, (c) electromagnetic torque, (d) α and β axes stator fluxes
versus each other.

the reverse of the speed direction as shown in Figs.9(a) and 10(a) under no-load torque
application. The main characteristics of the five-phase induction motor used in these
simulations are presented in Table 1.

Figure 11: Zoom at the point of speed changes for (a) ASO and (b) MRAS.

It can be seen clearly from Fig.9(a) and Fig.10(a) that the reference of the rotor speed
profile is the same for both approaches and it includes four main steps, two transient
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Figure 12: Under the load and speed reverse condition 1- MRAS estimator: (a) reference
and estimated speed, (b) load and electromagnetic torque; 2- Adaptive observer: (c)
reference and estimated speed, (d) load and electromagnetic torque.
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Figure 13: Harmonic Spectrum for output voltage using Adaptive Observer.
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Figure 14: Harmonic Spectrum for output voltage using the MRAS estimator.

steps and two steady steps. The first step takes place from 0 s to 1 s, it is the start-up
step which is a transient step in the forward direction, where the speed changes from 0
rad/s to its nominal rated speed 1500 rpm (314.15 rad/s electrical).
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Figure 15: Speed reverse condition at low-speed operation: (a) Reference and estimated
speed (ASO), (b) Reference and estimated speed (MRAS).

The second step takes place from 1 s to 2 s, it is a steady step where the speed is kept
constant at its nominal rated value in the forward direction. The third step is the second
transient step in which the speed changes from its nominal rated speed in the forward
direction to the same value of speed but in the reverse direction (backward direction)
within the interval of time from 2 s to 3 s. The last step is the second steady step, where
the speed remains constant in the reverse direction at the nominal rated speed from 3
s to 4 s. It is obvious from Fig.9(a) and Fig.10(a) that in both cases of application of
the adaptive speed observer (ASO) and the MRAS, respectively, the rotor speed of the
five-phase induction motor follows accurately the reference speed profile with neglected
errors within the two steady steps among the imposed four steps of the reference speed
profile, while very small errors are noticed during the transient steps for both sensorless
control approaches used.

Fig.9(b) and Fig.10(b) show the waveforms of the stator current of phase (a) for both
approaches. It is clear that both currents follow the dynamics of the speed profile, where
increased currents are noticed during the start-up and speed reverse due to the required
electromagnetic torque developed by the induction motor in both cases.

Fig.9(c) and Fig.10(c) show the developed electromagnetic torque in both cases. It
is obvious that within the start-up step in the case of MRAS approach, the developed
torque reaches the required torque with neither remarkable overshoot nor oscillations.
Meanwhile, in the case of ASO, a remarkable overshoot and oscillations can be noticed
clearly, which presents a bit drawback compared to the MRAS approach. However,
during other steps both approaches dynamics behave in the same way.

Fig.9(d) and Fig.10(d) present the β-axis flux function of the α-axis, where it can be
seen clearly that it has a circular form in both cases with less oscillations due to neglected
harmonics components in the flux components following both axes. On the other side,
there is no observable impact of the variations of the speed, mainly during the transient
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steps, which confirms the enhanced dynamics of both sensorless control approaches used,
except the one observed during the start-up for the ASO approach which makes the curve
in the flux plan reach the circle a bit later compared to the MRAS approach.

Fig.11 shows the zooms of three regions within the reference profile speed and the
estimated rotor speed at the instant of their changes under both approaches of ASO and
MRAS, respectively. It can be noticed clearly that the ASO has a little more accurate
tracking of the reference speed compared to the MRAS. However, this difference is too
limited and it does not affect the real dynamic of the motor in tracking the profile speed.

Fig.12 shows the rotor speed dynamics under the application of both sensorless con-
trol approaches with the same aforementioned reference speed profile as in the previous
simulations, however, in this simulation a load torque, which is chosen to be equal to the
rated nominal load torque of 8.33 N.m, is applied during the first steady step from 1.4
s to 1.8 s. As there is no change in the profile of the reference speed profile, the same
dynamics is obtained in the regions where there is no load torque. Indeed, it can be
noted that the rotor speed decreases lightly when the load torque is applied in the case
of MRAS, and this decrease is neglected in the case of ASO.

Figs.13 and 14 present the waveforms and harmonic spectrums of the inverter output
voltage of phase “a” applied to the five-phase induction motor, which are obtained by
the application of the SVPWM technique under the ASO and MRAS approaches, re-
spectively. It is clear that the low frequency harmonics have less values in the case of
the MRAS approach compared to the ASO approach. This issue does not affect really
the stator currents and the developed electromagnetic torque due to the fact that the
inductance in each phase serves good enough as a low-pass filter for damping the current
ripples and, consequently, the torque ripples. Hence, it can be said that the quality of
both obtained voltages is acceptable in practical applications.

The last simulation is dedicated to the low-speed profile within a very limited range
from -10 rad/s to 10 rad/s, which is shown in Fig.15. It can be observed that both
approaches possess high dynamic performances in ensuring the tracking of the reference
speed without failure during all step changes. Hence, it can be concluded that both
approaches are valid in ensuring the sensorless control of the five-phase induction machine
within a wide range of speed variation with a very little advantage of the MRAS compared
to the ASO.

Rated voltage Un = 220 v Stator Resistance Rs = 10Ω
Rated Current In = 2.1 A Rotor Resistance Rr = 6.3Ω

Stator inductance Ls = 0.46 H Mutual Inductance Lm = 0.42 H
Rotor Inductance Lr = 0.46 H Number of poles pairs p = 2
Moment of Inertia J = 0.03kg.m2 Friction coefficient fr = 0.008 N.m.s/rd

Table 1: The Parameters of the Five-Phase Induction Machine.

7 Conclusion

In this paper, the sensorless control of the five-phase induction motor using the direct
torque control combined with space vector modulations (DTC-SVM) is presented and
analyzed. Indeed, the main aim of the application of this control is to ensure the accurate
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control of the rotor speed with improved dynamic performances following an imposed
reference rotor speed profile which includes speed variation and direction inversion under
torque load variation. This paper investigates the use of two different speed techniques for
the estimation of the rotor speed used in the applied DTC-SVM, namely, the adaptive flux
and speed observer and the model reference adaptive system (MRAS). Both sensorless
control approaches are tested in this work based on the proposed profile of the rotor speed
using simulation. The obtained results show that the application of both approaches has
ensured the desired control performance and it can be said that their dynamic behaviors
are the same as at their application to the three-phase induction machine. However, the
analysis of the application of both estimation approaches shows that the sensorless control
approach based on the MRAS has rather simple structure, easy implementation and
requires less time of computation compared to the adaptive flux and speed observer, these
features make the MRAS more advantageous in practical implementation and industrial
applications for the sensorless control of the five-phase induction motor.
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Abstract: This work studies a mathematical model involving a dynamic contact
between two elasto-viscoplastic piezoelectric bodies with damage. The contact is
modelled with a combination of a normal compliance and a normal damped response
law associated with friction. We derive a variational formulation of the problem and
we prove an existence and uniqueness result for the weak solution. The proof is based
on the classical existence and uniqueness result for parabolic inequalities, differential
equations and fixed-point arguments.
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1 Introduction

In this paper we study a contact problem which involves viscous friction of Tresca type
described in [1]. A nonlinear elasto-viscoplastic constitutive law is used to model the
piezoelectric material. The piezoelectricity can be described as follows: when mechani-
cal pressure is applied to a certain class of crystalline materials (e.g., ceramics BaTiO3,
BiFeO3), the crystalline structure produces a voltage proportional to the pressure. Con-
versely, when an electric field is applied, the structure changes its shape producing dimen-
sional modifications in the material. Different models have been developed to describe the
interaction between the electrical and mechanical fields, see, for example, [5,17] and the
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references therein. For contact problems involving elasto-piezoelectric materials see [15].
Different models of viscoelastic piezoelectric problems have been studied in [3, 14, 20],
contact problems for electro-elasto-viscoplastic materials were studied in [5, 11].

The damage is an extremely important topic in engineering since it affects directly the
useful life of the designed structure or component. There exists a very large engineering
literature on it. Models taking into account the influence of the internal damage of the
material on the contact process have been investigated mathematically. General models
for damage were derived in [6] from the virtual power principle. The models of mechanical
damage, which were derived from thermodynamical considerations and the principle of
virtual work, can be found in [8]. The new idea of [7] was the introduction of the damage
function β` = β`(x, t), which is the ratio between the elastic moduli of the damage and
damage-free materials. In an isotropic and homogeneous elastic material, let E`Y be
the Young modulus of the original material and E`eff be the current modulus, then the

damage function is defined by β` = E`eff/E
`
Y . Clearly, it follows from this definition that

the damage function β` is restricted to have values between zero and one. When β` = 1,
there is no damage in the material, when β` = 0, the material is completely damaged,
when 0 < β` < 1, there is partial damage and the system has a reduced load carrying
capacity. Contact problems with damage have been investigated in [12]. The differential
inclusion used for the evolution of the damage field is

β̇
`
− κ`∆β` + ∂k`(β

`) 3 S`(σ` −A`ε(u̇`)−(E`)∗∇ϕ`(s), ε(u`),β`),

where K` denotes the set of admissible damage functions defined by

K` = {ξ ∈ V `; 0 ≤ ξ ≤ 1, a.e. in Ω`}, (1)

κ` is a positive coefficient, ∂ϕK` represents the subdifferential of the indicator function
of the set K`, and S` is a given constitutive function which describes the sources of the
damage in the system. The paper is structured as follows. In Section 2, we present
the physical setting and describe the mechanical problem. In Section 3, we introduce
some notation, list the assumptions on the problems data, and derive the variational
formulation of the model. In Section 4, we state our main existence and uniqueness
result, Theorem 4.1. The proof of the theorem is based on the arguments of nonlinear
evolution equations with monotone operators, a classical existence and uniqueness result
for parabolic inequalities and fixed-point arguments.

2 The Model

We describe the model for the process and we present its variational formulation. We
consider the following physical setting. Let us consider two electro-elastic-viscoplastics
bodies, occupying two bounded domains Ω1, Ω2 of the space Rd(d = 2, 3). For each
domain Ω`, the boundary Γ` is assumed to be Lipschitz continuous, and is partitioned
into three disjoint measurable parts Γ`1, Γ`2 and Γ`3, on one hand, and into two measurable
parts Γ`a and Γ`b, on the other hand, such that measΓ`1 > 0, measΓ`a > 0. Let T > 0

and let [0, T ] be the time interval of interest. The Ω` body is subject to f `0 forces
and volume electric charges of density q`0. The bodies are assumed to be clamped on
Γ`1× [0, T ]. The surface tractions f `2 act on Γ`2× [0, T ]. We also assume that the electrical
potential vanishes on Γ`a × [0, T ] and a surface electric charge of density q`2 is prescribed
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on Γ`b× [0, T ]. The two bodies can enter in contact along the common part Γ1
3 = Γ2

3 = Γ3.
We use an electro-elastic-viscoplastic constitutive law with damage given by

σ` = A`ε(u̇`) + G`ε(u`)+(E`)∗∇ϕ`+∫ t

0

F`
(
σ`(s)−A`ε(u̇`(s))−(E`)∗∇ϕ`, ε(u`(s))

)
ds,

(2)

D` = E`ε(u`)− B`∇ϕ`, (3)

where D` is the electric displacement field, u` is the displacement field, σ` and ε(u`)
represent the stress and the linearized strain tensor, respectively. Here A` is a given
nonlinear function, F` is the relaxation tensor, and G` represents the elasticity operator.
E(ϕ`) = −∇ϕ` is the electric field, E` = (eijk) represents the third order piezoelectric
tensor, (E`)∗ is its transposition. It follows from (2) that at each time moment, the
stress tensor σ`(t) is split into three parts: σ`(t) = σ`V (t) + σ`E(t) + σ`R(t), where
σ`V (t) = A`ε(u̇`(t)) represents the purely viscous part of the stress, σ`E(t) = (E`)∗∇ϕ`(t)
represents the electric part of the stress and σ`R(t) satisfies a rate-type elastic-viscoplastic
relation

σ`R(t) = G`ε(u`(t)) +

∫ t

0

F`
(
σ`R(s), ε(u`(s))

)
ds. (4)

Various results, examples and mechanical interpretations in the study of elastic-
viscoplastic materials of the form (4) can be found in [6, 9] and the references therein.
Note also that when F` = 0, the constitutive law (2) becomes the Kelvin-Voigt electro-
viscoelastic constitutive relation

σ`(t) = A`ε(u̇`(t)) + G`ε(u`(t)) + (E`)∗∇ϕ`(t). (5)

Dynamic contact problems with the Kelvin-Voigt materials of the form (5) can be found
in [3]. The normal compliance contact condition was first considered in [12] in the study
of dynamic problems with linearly elastic and viscoelastic materials and then it was used
in various references, see, e.g., [11,17]. This condition allows the interpenetration of the
body’s surface into the obstacle and it was justified by considering the interpenetration
and deformation of surface asperities.

We need to introduce some notation and preliminary material. Here and below, Sd
represents the space of the second-order symmetric tensors on Rd. We recall that the
inner products and the corresponding norms on Sd and Rd are given by

u`.v` = u`i .v
`
i ,

∣∣v`∣∣ = (v`.v`)
1
2 , ∀u`,v` ∈ Rd,

σ`.τ ` = σ`ij .τ
`
ij ,

∣∣τ `∣∣ = (τ `.τ `)
1
2 , ∀σ`, τ ` ∈ Sd.

Here and below, the indices i and j run between 1 and d, and the summation convention
over repeated indices is adopted. With these assumptions, the classical formulation
of the dynamic problem for the friction contact with normal compliance and normal
damped response between two elasto-viscoplastic piezoelectric bodies with damage is the
following.

Problem P. For ` = 1, 2, find a displacement field u` : Ω` × [0, T ] −→ Rd, a stress
field σ` : Ω` × [0, T ] −→ Sd, an electric potential field ϕ` : Ω` × [0, T ] −→ R, a damage
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field β` : Ω` × [0, T ] −→ R and an electric displacement field D` : Ω` × [0, T ] −→ Rd
such that

σ` = A`ε(u̇`) + B`ε(u`)+(E`)∗∇ϕ`+∫ t

0

G`
(
σ`(s)−A`ε(u̇`(s))−(E`)∗∇ϕ`, ε(u`(s)),β`(s)

)
ds

in Ω` × (0, T ), (6)

D` = E`ε(u`)−B`∇ϕ` in Ω` × (0, T ), (7)

β̇
`
− κ`∆β` + ∂k`(β

`) 3 S`(σ` −A`ε(u̇`)−(E`)∗∇ϕ`(s), ε(u`),β`), (8)

ρ`ü` = Divσ` + f `0 in Ω` × (0, T ), (9)

divD` − q`0 = 0 in Ω` × (0, T ), (10)

u` = 0 on Γ`1 × (0, T ), (11)

σ`ν` = f `2 on Γ`2 × (0, T ), (12){
σ1
ν = σ2

ν ≡ σν ,
− σν = pν([uν ]− g) + qν([u̇ν ])

on Γ3 × (0, T ), (13)

{
σ1
τ = −σ2

τ ≡ στ ,
‖στ‖ 6 pτ ([uτ ]− g) + qτ ([u̇τ ])

on Γ3 × (0, T ), (14)

[u̇τ ] 6= 0⇒ στ = −(pτ ([uτ ]− g) + qτ ([u̇τ ])).
[u̇τ ]

[u̇τ ]
on Γ3 × (0, T ), (15)

∂β`

∂v`
on Γ` × (0, T ), (16)

ϕ` = 0 on Γ`a × (0, T ), (17)

D`.ν` = q`2 on Γ`b × (0, T ), (18){
D1.ν1 = D2.ν2 = D,

D = ψ([uv]− g)φl(ϕ
1 + ϕ2 − ϕ0)

on Γ3 × (0, T ), (19)

u`(0) = u`0, β`(0) = β`0 in Ω`. (20)

First, equations (6) and (7) represent the electro-elastic-viscoplastic constitutive law with
damage, the evolution of the field is governed by the inclusion of parabolic type given
by the relation (8), where S` is the mechanical source of the damage growth, assumed
to be a rather general function of the strains, and the damage itself, ∂ϕk` , is the sub
differential of the indicator function of the admissible damage functions set K`. Next,
equations (9) and (10) are the steady equations for the stress and electric-displacement
field, respectively, in which ”Div” and ”div” denote the divergence operator for tensor
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and vector-valued functions, i.e.,

Divσ` = (σ`ij,j), divD` = (D`
i,i).

We use these equations since the process is assumed to be mechanically dynamic and
electrically quasi-static. Conditions (11) and (12) are the displacement and traction
boundary conditions, whereas (17) and (18) represent the electric boundary conditions;
the displacement field and the electrical potential vanish on Γ`1 and Γ`a , respectively,
while the forces and free electric charges are prescribed on Γ`2 and Γ`b , respectively.
We turn to the boundary conditions (13) and (14) which describe the mechanical and
electrical conditions on the potential contact surface Γ3. The normal compliance function
pν in(13) is described below, and g represents the gap in the reference configuration
between Γ3 and the foundation, measured along the direction of ν`. When positive, [uν ]−
g represents the interpenetration of the surface asperities into those of the foundation.
This condition was first introduced in [10] and used in a large number of papers, see, for
instance, [4, 7, 8, 14] and the references therein. Condition (14) is the associated friction
law, where pτ is a given function. According to (14), the tangential shear cannot exceed
the maximum frictional resistance pτ ([uν ] − g), the so-called friction bound. Moreover,
when sliding commences, the tangential shear reaches the friction bound and opposes the
motion. Frictional contact conditions of the form (13), (14) have been used in various
papers, see, e.g., [5, 6, 17] and the references therein.

The relation (16) describes a homogeneous Neumann boundary condition, where
∂β`|∂v` is the normal derivative of β`. (17) and (18)) represent the electric bound-
ary conditions. Next, (19) is the electrical contact condition on Γ3, introduced in [11].
It may be obtained as follows. First, unlike the previous papers on the piezoelectric
contact, we assume that the contact surface is electrically conductive and its potential
is maintained at ϕ0. When there is no contact at a point on the surface (i.e., [uv] < g),
the gap is assumed to be an insulator (say, it is filled with air), there are no free electri-
cal charges on the surface and the normal component of the electric displacement field
vanishes. Thus,

[uv] < g ⇒ D`.ν` = 0. (21)

During the process of contact (i.e., when [uv] > g) the normal component of the electric
displacement field or the free charge is assumed to be proportional to the difference
between the potential of the foundation and the body’s surface potential, with k as the
proportionality factor. Thus

[uv] > g ⇒ D`.ν` = k(ϕ1 + ϕ2 − ϕ0). (22)

We combine (21), (22) to obtain

D`.ν` = kχ[0,∞)
([uv]− g)(ϕ1 + ϕ2 − ϕ0), (23)

where χ[0,∞) is the characteristic function of the interval [0,∞); that is,

χ[0,∞)(r) =

{
0 if r < 0,

1 if r > 0.

Condition (23) describes the perfect electrical contact and is somewhat similar to the
well-known Signorini contact condition. Both conditions may be over idealizations in
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many applications. To make it more realistic, we regularize condition (23) and write it
as (19), in which kχ[0,∞)

([uv] − g) is replaced with ψ which is a regular function and
which will be described below, and φl is the truncation function

φl(s) =


−l if s < −l,
s if − l ≤ s ≤ l,
l if s > l,

where l is a large positive constant. We note that this truncation does not pose any
practical limitations on the applicability of the model, since l may be arbitrarily large,
higher than any possible peak voltage in the system, and therefore in applications φl(ϕ

1+
ϕ2−ϕ0) = ϕ1+ϕ2−ϕ0. The reasons for the regularization (19) of (23) are mathematical.
First, we need to avoid the discontinuity in the free electric charge when the contact is
established and, therefore, we regularize the function kχ[0,∞)

in (23) with a Lipschitz
continuous function ψ. A possible choice is

ψ(r)


0 if r < 0,

kδr if 0 ≤ r ≤ l/δ,
k if r > δ,

(24)

where δ > 0 is a small parameter. This choice means that during the process of contact
the electrical conductivity increases as the contact among the surface asperities improves,
and stabilizes when the penetration [uv]− g reaches the value δ. Secondly, we need the
term φl(ϕ

1 +ϕ2 −ϕ0) = ϕ1 +ϕ2 −ϕ0 to control the boundednes of [ϕ]−ϕ0. Note that
ψ ≡ 0 in (19), then

D`.ν` = 0 on Γ3 × (0, T ), (25)

which decouples the electrical and mechanical problems on the contact surface. Condition
(25) models the case when the obstacle is a perfect insulator and was used in [3,14,19,20].
Condition (19), instead of (25), introduces a strong coupling between the mechanical
and the electric boundary conditions and leads to a new and non-standard mathematical
model. Because of the friction condition (14), which is non-smooth, we do not expect the
problem to have, in general, any classical solutions. Finally, in equation (20) u`0 is the
initial displacement, and β`0 is the initial damage. To obtain the variational formulation
of the problem (6),we introduce for the bonding field the set

Z =
{
θ ∈ L∞

(
0, T ;L2(Γ3)

)
; 0 ≤ θ(t) ≤ 1 ∀t ∈ [0, T ], a.e. on Γ3

}
.

For this reason, we derive in the next section a variational formulation of the problem
and investigate its solvability. Moreover, variational formulations are also starting points
for the construction of finite element algorithms for this type of problems.

3 Variational Formulation and the Main Result

We use the standard notation for the Lp and the Sobolev spaces associated with Ω` and
Γ` and, for a function ζ` ∈ H1(Ω`), we still write ζ` to denote its trace on Γ`. We recall
that the summation convention applies to a repeated index. For the electric displacement
field we use two Hilbert spaces

W` = L2(Ω`)d, W`
1 = {D` ∈ W` : divD` ∈ L2(Ω`)},
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endowed with the inner products

(D`,E`)W` =

∫
Ω`

D`
i .E

`
idx, (D`,E`)W`

1
= (D`,E`)W` + (divD`,divE`)L2(Ω`),

and the associated norms ‖.‖W` and ‖.‖W`
1

, respectively. The electric potential field is
to be found in

W ` = {ξ` ∈ H1(Ω`) : ξ = 0 on Γ`a}.

Since measΓ`a > 0, the Friedrichs-Poincaré inequality holds, thus,

‖∇(ξ`)‖W` ≥ cF ‖ξ`‖H`
1(Ω`) ∀ξ` ∈W `, (26)

where cF > 0 is a constant which depends only on Ω` and Γ`a. On W ` , we use the inner
product

(ϕ`,ψ`)W ` = (∇ϕ`.∇ψ`)W`

and let ‖.‖W ` be the associated norm. It follows from (26) that ‖.‖H1(Ω`) and ‖.‖W ` are

equivalent norms on W ` and therefore (W `, ‖.‖W `) is a real Hilbert space. Moreover, by
the Sobolev trace theorem, there exists a constant c0 depending only on Ω`, Γ`a and Γ`a
such that

‖ξ`‖L2(Γ3) ≤ c0‖ξ`‖W ` ∀ξ` ∈W `. (27)

We also introduce the spaces

E`0 = L2(Ω`), E`1 = H1(Ω`).

We recall that when D` ∈ W`
1 is a sufficiently regular function, the Green type formula

holds:

(D`,∇ξ`)W` + (divD`, ξ`)W` =

∫
Γ`

D`.v`ξ`da, ∀ξ` ∈ H1(Ω`). (28)

For the stress and strain variables, we use the real Hilbert spaces

Q` = {τ ` = (τ `i,j); τ
`
i,j = τ `j,i ∈ L2(Ω`)} = L2(Ω`)d×dsym,

Q`1 = {σ` = (σ`i,j) ∈ Q` : divσ` = (σ`ij,j) ∈ W`}

endowed with the respective inner products

(σ`, τ `)Q` =

∫
Ω`

σ`i,j .τ
`
i,jdx, (σ`, τ `)Q`

1
= (σ`, τ `)Q` + (divσ`.Div τ `)W`

and the associated norms ‖.‖Q` and ‖.‖Q`
1
. For the displacement variable we use the real

Hilbert space

H`
1 =

{
u` = (ui) ∈ W` : ε(u`) ∈ Q`

}
endowed with the inner product

(u`,v`)H`
1

= (u`,v`)W` + (ε(u`), ε(v`))Q`

and the norm ‖.‖H`
1
. When σ` is a regular function, the following Green’s type formula

holds:

(v`, ε(v`)Q` + (Divσ`,v`)W` =

∫
Γ`

σ`.v`V `da, ∀v` ∈ H`
1. (29)
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Next, we define the space

V ` = {v` ∈ H`
1 : v = 0 on Γ`1}.

Since measΓ`1 > 0, Korn’s inequality (e.g., [5, pp. 16-17]) holds and

‖ε(v`)‖Q` ≥ cK‖v`‖H`
1
∀v` ∈ V `, (30)

where cK is a constant which depends only on Ω`, and Γ`1 is a constant which depends
only on V `, we use the inner product

(u`,v`)V ` = (ε(u`), ε(v`))Q` , ‖v`‖V ` = ‖v`‖Q` , (31)

and let ‖.‖V ` be the associated norm. It follows from (30) that the norms ‖.‖H`
1

and

‖.‖V ` are equivalent on V `. Then (V `, (.)V `) is a real Hilbert space. Moreover, by the
Sobolev trace theorem and (27), there exists a constant c̃0 > 0 depending only on Ω`, Γ`1
and Γ3 such that

‖v`‖L2(Γ3)d ≤ c̃0‖v`‖V ` ∀v` ∈ V `. (32)

In order to simplify the notations, we define the product spaces

E0 = E1
0 × E2

0, E1 = E1
1 × E2

1.

Finally, for a real Banach space (X, ‖.‖X) we use the classical notation for the spaces
Lp(0, T ;X) and W k,p(0, T ;X), where 1 ≤ p ≤ ∞, k = 1, 2...; denote by C(0, T ;X) and
C1(0, T ;X) the spaces of continuous and continuously differentiable functions on [0, T ]
with values in X, with the respective norms

‖x‖C(0,T ;X) = max
t∈[0,T ]

‖x(t)‖X ,

‖x‖C1(0,T ;X) = max
t∈[0,T ]

‖x(t)‖X + max
t∈[0,T ]

‖ẋ(t)‖X .

We complete this section with the following version of the classical theorem of Cauchy-
Lipschitz (see, e.g., [18, p. 48]).

Theorem 3.1 Assume that (X, ‖.‖X) is a real Banach space and T > 0. Let F (t, .) :
X → X is an operator defined a.e. on (0, T ) satisfying the following conditions:

1. There exists a constant LF > 0 such that

‖F (t, x)− F (t, y)‖X ≤ LF ‖x− y‖X ∀x, y ∈ X, a.e. t ∈ (0, T ).

2. There exists p ≥ 1 such that t 7→ F (t, x) ∈ Lp(0, T ;X) ∀x ∈ X.

Then for any x0 ∈ X, there exists a unique function x ∈W 1,p(0, T ;X) such that

ẋ(t) = F (t, x(t)), a.e. t ∈ (0, T ),

x(0) = x0.
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Theorem 3.1 will be used in Section 3 to prove the unique solvability of the interme-
diate problem involving the bonding field. Moreover, if X1 and X2 are the real Hilbert
spaces, then X1 × X1 denotes the product Hilbert space endowed with the canonical
inner product (., .)X1×X1 . Recall that the dot represents the time derivative.

In the study of the Problem P, we consider the following assumptions: we assume
that the viscosity operator A` : Ω` × Sd → Sd satisfies:

(a) There exists LA` > 0 such that
|A`(x, ξ1)−A`(x, ξ2)| ≤ LA` |ξ1 − ξ2|
∀ ξ1, ξ2 ∈ Sd, a.e. x ∈ Ω`.

(b) There exists mA` > 0 such that
(A`(x, ξ1)−A`(x, ξ2)) · (ξ1 − ξ2) ≥ mA` |ξ1 − ξ2|2
∀ ξ1, ξ2 ∈ Sd, a.e. x ∈ Ω`.

(c) The mapping x 7→ A`(x, ξ) is Lebesgue measurable on Ω`,
for any ξ ∈ Sd.

(d) The mapping x 7→ A`(x,0) belongs to Q`.

(33)

The elasticity operator B` : Ω` × Sd → Sd satisfies:

(a) There exists LB` > 0 such that
|B`(x, ξ1)− B`(x, ξ2)| ≤ LB` |ξ1 − ξ2|
∀ ξ1, ξ2 ∈ Sd, a.e. x ∈ Ω`.

(b) The mapping x 7→ B`(x, ξ) is Lebesgue measurable on Ω`,
for any ξ ∈ Sd.

(c) The mapping x 7→ B`(x,0) belongs to Q`.

(34)

The viscoplasticity operator G` : Ω` × Sd × Sd × R× → Sd satisfies:

(a) There exists a constant LG` > 0 such that
‖G`(x,σ1, ε1,θ1, ς1)− G`(x,σ2, ε2,θ2, ς2)‖ ≤
LG`

(
‖σ1 − σ2‖+ ‖ε1 − ε2‖+ ‖θ1 − θ2‖+ ‖ς1 − ς2‖

)
,

∀σ1,σ2, ε1, ε2 ∈ Sd, ∀θ1,θ2, ζ1, ζ2 ∈ R a.e. x ∈ Ω`.
(b) The mapping x 7→ G`(x,σ, ε,θ, ς) is Lebesgue measurable on Ω`,

for σ, ε ∈ Sd, for all θ, ζ ∈ R.
(c) The mapping x 7→ G`(x,0,0,0,0) belongs to Q`.

(35)

The electric permittivity operator B` = (b`ij) : Ω` × Rd → Rd verifies:


(a) B`(x,E) = (b`ij(x)Ej) ∀E = (Ei) ∈ Rd, a.e. x ∈ Ω`.
(b) b`ij = b`ji, b

`
ij ∈ L∞(Ω`), 1 ≤ i, j ≤ d.

(c) There exists mB` > 0 such that B`E.E ≥ mB` |E|2
∀E = (Ei) ∈ Rd, a.e. x ∈ Ω`.

(36)

The piezoelectric tensor E` : Ω` × Sd → Rd satisfies:{
(a) E`(x, τ) = (e`ijk(x)τjk), ∀τ = (τij) ∈ Sd a.e. x ∈ Ω`.

(b) e`ijk = e`ikj ∈ L∞(Ω`), 1 ≤ i, j, k ≤ d. (37)
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The damage source function S` : Ω` × Sd × Sd × R× → Sd satisfies:

(a) There exists a constant MS` > 0 such that

‖S`(x,σ1, ε1,β1)− S`(x,σ2, ε2,β2)‖ ≤MS`

(
‖σ1 − σ2‖+ ‖ε1 − ε2‖

+ ‖β1 − β2‖
)
, ∀σ1,σ2, ε1, ε2 ∈ Sd,∀β1,β2 ∈ R a.e. x ∈ Ω`.

(b) The mapping x 7→ S`(x,σ, ε,β) is Lebesgue measurable on Ω`,
for any σ, ε ∈ Sd, and,β ∈ R.

(c) The mapping x 7→ S`(x,0,0,0) belongs to L2(Ω`).

(38)

The normal damped response function qr : Γ3 × R→ R, (r = v, τ) satisfies:
(a) There exists a constant Cr1 , C

r
2 such that

|qτ (x,d)| ≤ Cr1 |d|+ Cr2 , ∀ d ∈ Rd a.e. x ∈ Γ3.
(b) (qr(x,d1)− qr(x,d2))(d1 − d2) ≥ 0, ∀d1,d2 ∈ Rd a.e. x ∈ Γ3.
(c) The mapping x 7→ qr(x, d) is measurable on Γ3 for any d ∈ Rd.
(d) The mapping x 7→ qr(x, d) is continuous on Rd a.e. x ∈ Γ3.

(39)

The normal compliance functions pr : Γ3 × R→ R+, (r = v, τ) satisfies:
(a) There exists a constant Cr1 , C

r
2 such that

|pr(x,d)| ≤ Cr1 |d|+ Cr2 , ∀ d ∈ Rd a.e. x ∈ Γ3.
(b) (pr(x,d1)− pr(x,d2))(d1 − d2) ≥ 0, ∀d1,d2 ∈ Rd a.e. x ∈ Γ3.
(c) The mapping x 7→ pr(x, d) is measurable on Γ3 for any d ∈ Rd.
(d) The mapping x 7→ pr(x, d) is continuous on Rd a.e. x ∈ Γ3.

(40)

An example of a normal compliance function pν , which satisfies conditions (40), is
pν(u) = cνu+, where cν ∈ L∞(Γ3) is a positive surface stiffness coefficient, and u+ =
max{0, u}. The choices pτ = µpν and pτ = µpν(1−δpν)+ in (14), where µ ∈ L∞(Γ3) and
δ ∈ L∞(Γ3) are positive functions, lead to the usual or modified Coulomb’s law of dry
friction, respectively, see [5,6,21] for details. Here, µ represents the coefficient of friction
and δ is a small positive material constant related to the wear and hardness of the surface.
We note that if pν satisfies condition (40), then pτ satisfies it too, in both examples.
Therefore, we conclude that the results below are valid for the corresponding piezoelectric
frictional contact models. The surface electrical conductivity function ψ : Γ3 × R→ R+

satisfies
(a) ∃Lψ > 0 such that ‖ψ(x, u1)− ψ(x, r2)‖ ≤ Lψ‖u1 − u2‖
∀u1, u2 ∈ R, a.e. x ∈ Γ3.

(b) ∃Mψ > 0 such that ‖ψ(x, u)‖ ≤ Lψ‖u1 − u2‖, ∀u ∈ R, a.e.x ∈ Γ3.
(c) The mapping x 7→ ψ(x, u) is measurable on Γ3, ∀u ∈ R.
(d) ψ(x, u) = 0, for all u ≤ 0, a.e. x ∈ Γ3.

(41)

An example of a conductivity function, which satisfies condition (41), is given by (24),
in which case Mψ = k. Another example is provided by ψ ≡ 0, which models the contact
with an insulated foundation, as noted in Section 2. We conclude that our results below
are valid for the corresponding piezoelectric contact models.
The microcrack diffusion coefficient verifies

K` > 0, (42)
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and the initial damage field satisfies

β`0 ∈ K`. (43)

Finally, we assume that the gap function, the given potential and the initial displacement
satisfy

g ∈ L2(Γ3) g ≥ 0. a.e on Γ3, (44)

ϕ0 ∈ L2(Γ3), (45)

u0 ∈ V . (46)

The forces, tractions, volume and surface free charge densities satisfy

f `0 ∈W 1,p(0, T ;W `), f `2 ∈W 1,p(0, T ;L2(Γ`2)d), (47)

q`0 ∈W 1,p(0, T ;L2(Ω`)), q`2 ∈W 1,p(0, T ;L2(Γ`b)). (48)

Here, 1 6 p 6∞. We define the bilinear form a : H1(Ω`)×H1(Ω`)) −→ R,

a(ξ`, ϕ`) =

2∑
`=1

k`
∫

(Ω)`
∇ξ`.∇ϕ`dx. (49)

Next, we define the four mappings j1 : V ×V −→ R, j2 : V ×V −→ R, h : V ×W −→W ,
f : [0, T ]→ V and q : [0, T ]→W , respectively, by

j1(u,v) =

∫
Γ3

pν([uν ]− g)[vν ]da+

∫
Γ3

pτ ([uτ ]− g)‖vτ‖da, (50)

j2(u,v) =

∫
Γ3

qν([uν ])[vν ]da+

∫
Γ3

qτ ([uτ ])‖vτ‖da, (51)

(h(u, ϕ), ξ)W =

∫
Γ3

ψ([uv]− g)φl([ϕ]− ϕ0)ξda, (52)

(f(t),v)V ′×V =

2∑
`=1

∫
Ω`

f `0(t) · v` dx+

2∑
`=1

∫
Γ`
2

f `2(t) · v` da, (53)

(q(t), ζ)W =

2∑
`=1

∫
Ω`

q`0(t)ζ` dx−
2∑
`=1

∫
Γ`
b

q`2(t)ζ` da (54)

for all u`,v` ∈ V `, ϕ`, ξ` ∈ W ` and t ∈ [0;T ]. We note that the definitions of h, f and
q are based on the Riesz representation theorem, moreover, it follows from assumptions
(38)-(46) that the integrals in (50)-(51) and (54) are well-defined. Using Green’s formulas
(28) and (29), it is easy to see that if {u`,σ`,D`} are sufficiently regular functions which
satisfy (9)-(15) and (17)-(19), then

(ü, v)V ′×V +

2∑
`=1

(σ`(t), ε(v`))Q` + j1(u(t),v) + j2(u̇(t),v) = (f ,v)V , (55)

2∑
`=1

(D`(t),∇ξ`)W` − (q(t), ξ)W = (h(u, ϕ), ξ)W (56)
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for all u`,v` ∈ V `,ϕ`, ξ` ∈ W ` and t ∈ [0;T ]. We substitute (6) in (55), (7) in (56), we
use the initial condition (20) and derive a variational formulation of Problem P.

Problem PV . Find a displacement field u = (u1,u2) : [0, T ] → V , a stress field
σ = (σ1,σ2) : [0, T ]→ Q, an electric potential field ϕ = (ϕ1, ϕ2) : [0, T ]→W, a damage
field β = (β1, β2) : [0, T ] → E1, and an electric displacement field D = (D1,D2) :
[0, T ]→W such that

σ`(t) = A`ε(u̇`(t)) + B`ε(u`)+(E`)∗∇ϕ`+∫ t

0

G`
(
σ`(s)−A`ε(u̇`(s))−(E`)∗∇ϕ`, ε(u`(s)), β`(s)

)
ds

in Ω` × (0, T ), (57)

D` = E`ε(u`)−B`∇ϕ` in Ω` × (0, T ), (58)

(ü, v)V ′×V +

2∑
`=1

(σ`, ε(v`))Q` + j1(u,v) + j2(u̇,v) = (f ,v)V ′×V , ∀v ∈ V , (59)

2∑
`=1

(B`∇ϕ`,∇ξ`)W` −
2∑
`=1

(E`ε(u`),∇ξ`)W` + (h(u, ϕ), ξ)W ` = (q, ξ)W , ξ ∈W, (60)

β(t) ∈ K,
2∑
`=1

(β̇`(t), ξ` − β`(t))L2(Ω`) + a(β(t), ξ − β(t)) ≥

2∑
`=1

(S`(σ`(t)−A`ε(u̇`(t))−(E`)∗∇ϕ`(t), ε(u`(t)), ξ` − β`(t))L2(Ω`), ξ ∈ K,

(61)

u`(0) = u`0, u̇`(0) = v`0, β`(0) = β`0. (62)

To study Problem PV , we use the smallness assumption

Mψ` <
mB`

c20
, (63)

where Mψ` , c0 and mB` are given in (41) , (27) and (36), respectively. We note that only

the trace constant, the coercivity constant ofB` and the bound of ψ` are involved in (63);
therefore, this smallness assumption involves only the geometry and the electrical part,
and does not depend on the mechanical data of the problem. Moreover, it is satisfied
when the obstacle is insulated since then ψ` ≡ 0 and so Mψ` = 0. Removing this
assumption remains a task for future research since it is made for mathematical reasons,
and does not seem to relate to any inherent physical constraints of the problem.

4 Existence and Uniqueness Result

Now, we propose our existence and uniqueness result.

Theorem 4.1 Assume that (32)-(48) hold. Then there exists a unique solution
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{u,ϕ,σ,D, β} to Problem PV . Moreover, the solution satisfies

u ∈W 2.p(0, T ;V ) ∩ C1(0, T ;V ), ü ∈W 2.p(0, T ;V ′), (64)

ϕ ∈W 1.p(0, T ;W ), (65)

σ ∈W 1.p(0, T ;Q), (Div σ1,Div σ2) ∈W 1.p(0, T ;W), (66)

D ∈W 1.p(0, T ;W), (67)

β ∈W 1.2(0, T ; E0)) ∩ L2(0, T ; E1). (68)

The functions u, ϕ,σ, D and β, which satisfy (57)-(62), are called a weak solution
to the contact Problem P. We conclude that, under the assumptions (33)-(48) and (63),
the mechanical problem (6) has a unique weak solution satisfying (64).
The regularity of the weak solution is given by(64), and in terms of electric displacement,

D ∈W 1.p(0, T ;W). (69)

It follows from (80) and (47) that divD`(t) −q`0(t) = 0 for all t ∈ [0, T ], and therefore
the regularity (65) of ϕ, combined with (36), (37) and (48), implies (69). In this section
we suppose that the assumptions of Theorem4.1 hold, and we consider that C is a generic
positive constant which depends on Ω`, Γ`1, Γ3, pν , pτ , qν , qτ and may change from place
to place.

Let a η ∈ L2(0, T ;V ′) be given. In the first step, we consider the following variational
problem.

Problem PV1
η. Find a displacement field uη = (u1

η,u
2
η) : [0, T ]→ V such that

(üη(t), v)V ′×V +

2∑
`=1

(A`ε(u̇`(t)), ε(v`))H` + j2(u̇(t),v)

+(η(t), v)V ′×V = (f(t),v)V ′×V ∀v ∈ V , a.e. t ∈ (0, T ),

(70)

u`(0) = u`0, u̇`(0) = v`0 in Ω`. (71)

To solve Problem PV1
η, we apply an abstract existence and uniqueness result which we

recall now, for the convenience of the reader. Let V and H denote real Hilbert spaces
such that V is dense in H and the inclusion map is continuous, H is identified with
its dual and with a subspace of the dual V ′ of V , i.e., V ⊂ H ⊂ V ′, and we say that
the inclusions above define a Gelfand triple. The notations ‖.‖V , ‖.‖V ′ and (., .)V ′×V
represent the norms on V and on V ′ and the duality pairing between them, respectively.
The following abstract result may be found in [22, p.48].

Theorem 4.2 Let V , H be as above, and let A : V → V ′ be a hemicontinuous and
monotone operator which satisfies

(Av,v)V ′×V ≥ w‖v‖2V + λ ∀v ∈ V , (72)

‖Av‖V ′ ≤ C(‖v‖V + 1) ∀v ∈ V , (73)

for some constants w > 0, C > 0 and λ ∈ R. Then, given u0 ∈ H and f ∈ L2(0, T ;V ′),
there exists a unique function u which satisfies

u ∈ L2(0, T ;V ) ∩ C(0, T ;H), u̇ ∈ L2(0, T ;V ′),

u̇(t) +Au(t) = f(t) a.e. t ∈ (0, T ),

u(0) = u0.
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We have the following result for the problem.

Lemma 4.1 There exists a unique solution to Problem PV1
η and it has its regularity

expressed in (64).

Proof. We define the operator A : V → V ′ by

(Au,v)V ′×V =

2∑
`=1

(A`ε(u`), ε(v`))H` + j2(u,v) ∀u,v ∈ V . (74)

Let u1,u2 ∈ V , using (74) and (51), we find

(Au1 −Au2,u1 − u2)V ′×V =

2∑
`=1

(A`ε(u`1)−A`ε(u`2), ε(u`1 − u`2))H`+∫
Γ3

(qν([u1ν ])− qν([u2ν ]))([u1ν − u2ν ])da+

∫
Γ3

(qτ ([u1τ ])− qτ ([u2τ ]))‖[u1τ − u2τ ]‖da,

and keeping in mind (33), (39) , we obtain

(Au1 −Au2,u1 − u1)V ′×V ≥ m‖u1 − u2‖2V ∀u1,u1 ∈ V . (75)

Use again (74) and (51), it follows that

(Au1 −Au2,v)V ′×V =

2∑
`=1

(A`ε(u`1)−A`ε(u`2), ε(v`))H`+∫
Γ3

(qν([u1ν ])− qν([u2ν ]))([vν ])da+

∫
Γ3

(qτ ([u1τ ])− qτ ([u2τ ]))‖[vτ ]‖da, ∀v ∈ V ,

and by (32) and (33), we deduce that

|Au1 −Au2|V ′ ≤ LA` |u1 − u2|V + c0|qν([u1ν ])− qν([u2ν ])|L2(Γ3)

+c0|qτ ([u1τ ])− qτ ([u2τ ])|L2(Γ3)d , ∀u1,u2 ∈ V ,

and keeping in mind the Krasnoselski theorem (see [10, p.60]), we deduce that A : V →
V ′ is a continuous operator. Now, by (74), (31) and (33), we find where the positive
constant m = min{mA1 ,mA2}. Choosing u2 = 0V in (75) we obtain

(Au1,u1)V ′×V ≥ m‖u1‖2V − ‖AoV ‖2V ′‖u1‖V

≥ 1

2
m‖u1‖2V −

1

2m
‖AoV ‖2V ′ ∀u1 ∈ V ,

which implies that A satisfies condition (72) with ω = m
2 and λ = − 1

2m‖Ao‖
2
V ′ . Moreover,

by (74) and (33) we find

‖Au1‖V ′ ≤ C1‖u1‖V + C2 ∀u1 ∈ V ,

where C1 = max{C1
A1 , C1

A2} and C2 = max{C2
A1 , C2

A2}. This inequality and (31) imply
that A satisfies condition (75). Finally, we recall that by (47) and (53) we have f − η ∈
L2(0, T ;V ′) and v0 ∈ H.



294 L. MAIZA, T. HADJ AMMAR AND M. SAID AMEUR

It follows now from Theorem 4.2 that there exists a unique function vη which satisfies

vη ∈ L2(0, T ;V ) ∩ C(0, T ;H), v̇η ∈ L2(0, T ;V ′), (76)

v̇η(t) +Avη(t) + η(t) = f(t), a.e. t ∈ [0, T ], (77)

vη(0) = v0. (78)

Let uη : [0, T ]→ V be the function defined by

uη(t) =

∫ t

0

vη(s)ds+ u0 ∀t ∈ [0, T ]. (79)

It follows from (74) and (76)–(79) that uη is a unique solution of the variational Problem
PV1

η, and it satisfies the regularity expressed in (64).

In the second step, let η ∈ L2(0, T ;V ′), we use the displacement field uη = (u1
η,u

2
η)

obtained in Lemma 4.1 and we consider the following variational problem.

Problem PV2
η. Find the electrical potential field ϕη = (ϕ1

η, ϕ
2
η) : [0;T ] −→W such that

2∑
`=1

(B`∇ϕ`η(t)− E`ε(u`η(t)),∇ξ`)W` + (h(uη(t), ϕη(t)), ξ)W = (q(t), ξ)W (80)

for all ξ ∈W, t ∈ [0, T ].
The well-posedness of Problem PV2

η follows.

Lemma 4.2 There exists a unique solution ϕη = (ϕ1
η, ϕ

2
η) ∈ W 1,p(0, T ;W ) which

satisfies (80). Moreover, if ϕη1 and ϕη2 are the solutions of (80) corresponding to
ϕη1 , ϕη2 ∈ C(0, t;Q), then there exists c > 0 such that

‖ϕη1(t)− ϕη2(t)‖W ≤ C‖uη1(t)− uη2(t)‖V ∀t ∈ [0, T ]. (81)

Proof. We define a bilinear form b(., .) : W ×W → R such that

b(ϕ, ξ) =

2∑
`=1

(B`∇ϕ`,∇ξ`)H` ∀ϕ, ξ ∈W. (82)

We use (30), (36) and (71) to show that the bilinear form b(., .) is continuous, symmetric
and coercive on W. Moreover, using the Riesz representation theorem, we may define an
element qη : [0, T ]→W such that

(qη(t), ξ)W =

2∑
`=1

(E`ε(u`η(t)),∇ξ`)H` − (h(uη(t), ϕη(t)) + q(t), ξ)W , ∀ξ ∈W, t ∈ (0, T ).

We apply the Lax-Milgram theorem to deduce that there exists a unique element ϕη(t) ∈
W such that

b(ϕη(t), ξ) = (qη(t), ξ)W ∀ξ ∈W. (83)

We conclude that ϕη(t) is a solution to Problem PV2
η. Let t1, t2 ∈ [0, T ], it follows from

(80) that

‖ϕη(t1)− ϕη(t2)‖W ≤ C
(
‖uη(t1)− uη(t2)‖V + ‖q(t1)− q(t2)‖W

)
,
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and the previous inequality, the regularity of uη and q imply that ϕη ∈ C(0, T ;W ). In
the third step, we use the displacement field uη obtained in Lemma4.1 and we consider
the following initial-value problem.

In the third step, we let θ = (θ1, θ2) ∈ L2(0.T ;E0) be given and consider the following
variational problem for the damage field.

Problem PVθ. Find the damage field βθ = (β1
θ , β

2
θ ) : [0;T ] −→ E1 such that

βθ(t) ∈ K,
2∑
`=1

(β̇`θ(t), ξ
` − β`θ)L2(Ω`) + a(βθ(t), ξ − βθ(t)) ≥

2∑
`=1

(θ`(t), ξ` − β`θ(t))L2(Ω`) ∀ξ ∈ K, a.e t ∈ (0, T ),

(84)

β`θ(0) = β`0. (85)

The following abstract result for parabolic variational inequalities (see, e.g., [18, p.48])is
valid.

Theorem 4.3 Let X ⊂ Y = Y
′ ⊂ X

′
be a Gelfand triple. Let F be a nonempty,

closed, and convex set of X. Assume that a(., .) : X × X −→ R is a continuous and
symmetric bilinear form such that for some constants α > 0 and c0,

a(v, v) + c0‖v‖2Y ≥ α‖v‖2X .

Then, for every u0 ∈ F and f ∈ L2(0, T ; Y), there exists a unique function u ∈
H1(0, T ;Y ) ∩ L2(0, T ;X) such that u(0) = u0, u(t) ∈ F ∀t ∈ (0, T ), and

(u̇(t), v − u(t))X′×X + a(u(t), v − u(t)) ≥ (f(t), v − u(t))Y ∀v ∈ F a.e. t ∈ (0, T ).

We prove next the unique solvability of Problem PVθ.

Lemma 4.3 There exists a unique solution βθ of Problem PVθ and it satisfies

βθ ∈ H1(0, T ; E0) ∩ L2(0, T ; E1).

Proof. The inclusion mapping of (E1, ‖.‖E1
) into (E0, ‖.‖E0

) is continuous and its
range is dense. We denote by E′1 the dual space of E1 and, identifying the dual of E0

with itself, we can write the Gelfand triple

E1 ⊂ E0 = E
′

0 ⊂ E
′

1.

We use the notation (., .)E
′
1×E1

to represent the duality pairing between E0 and E1. We

have

(β, ξ)E
′
1×E1

= (β, ξ)E0
∀β ∈ E0, ξ ∈ E1

and we note that K is a closed convex set in E1. Then, using (42), (49) and the fact that
βθ ∈ K in (43), it is easy to see that Lemma 4.3 is a straight consequence of Theorem
4.3. Now we use the displacement field uη obtained in Lemma 4.1, ϕη obtained in
Lemma 4.2 and βθ obtained in Lemma 4.3 to construct the following Cauchy problem
for the stress field.



296 L. MAIZA, T. HADJ AMMAR AND M. SAID AMEUR

Problem PVη,θ. Find the stress field ση,θ = (σ1
η,θ,σ

2
η,θ) : [0, T ]→ Q which is a solution

of the problem

σ`η,θ(t) = B`ε(u`η(t)) +

∫ t

0

G`(σ`η,θ(s), ε(u`η(s)), β`θ(s)) ds, ` = 1, 2, a, e t ∈ (0.T ). (86)

Lemma 4.4 There exists a unique solution of Problem PVη,θ and it satisfies (66).
Moreover, if u`ηi , β

`
ηi and σ`ηi,θi represent the solutions of problems PV1

ηi , PVθi and

PVηi,θi , respectively, for (ηi,θi) ∈ W 1.p(0, T ;Q × E0), i = 1, 2, then there exists C > 0
such that

‖ση1,θ1(t)− ση2,θ2(t)‖2Q ≤ C
(
‖uη1(t)− uη2(t)‖2V +∫ t

0

‖uη1(s)− uη2(s)‖2V ds+

∫ t

0

‖βθ1(s)− βθ2(s)‖2E0
ds
)
.

(87)

Proof. Let Λ`η,θ : W 1.p(0, T ;Q`)→W 1.p(0, T ;Q`) be the operator given by

Λ`η,θσ
`(t) = B`ε(u`η(t)) +

∫ t

0

G`(σ`(s), ε(u`η(s)), β`θ(s)) ds, ` = 1, 2, (88)

for all σ` ∈ W 1.p(0, T ;Q`) and t ∈ (0, T ). For σ`1, σ
`
2 ∈ W 1.p(0, T ;Q`) we use (35) and

(88) to obtain for all t ∈ (0, T )

‖Λ`η,θσ`1(t)− Λ`η,θσ
`
2(t)‖Q ≤ LGl

∫ t

0

‖σ`1(s)− σ`2(s)‖Q, ` = 1, 2. (89)

It follows from this inequality that for n large enough, a power (Λ`η,θ)
n is a contrac-

tion on the Banach space W 1.p(0, T ;Q`) and, therefore, there exists a unique element
σ` ∈ W 1.p(0, T ;Q`) such that Λ`η,θσ

` = σ`. Moreover, σ is the unique solution
to Problem PVη,θ and, when using (86), the regularity of uη, βθ and the proper-
ties of the operators B` and G`, it follows that σi ∈ W 1,p(0, T ;Q). Consider now
(η1, θ1),(η2, θ2) ∈ W 1.p(0, T ;Q × E0) and, for i = 1, 2, denote uηi = ui, σηi = σi,
βθi = βi, ϕθi = ϕi. We have

σ`i(t) = B`ε(u`i(t)) +

∫ t

0

G`(σ`i(s), ε(u`i(s)), β`i (s)) ds, ` = 1, 2, ∀t ∈ (0, T ), (90)

and, using the properties (35) and (36) of G` and B`, we find

‖σ1(t)− σ2(t)‖2Q ≤ C
(
‖u1(t)− u2(t)‖2V +

∫ t

0

‖σ1(s)− σ2(s)‖2V ds

+

∫ t

0

‖u1(s)− u2(s)‖2V ds+

∫ t

0

‖β1(s)− β2(s)‖2E0
ds
)
, ∀t ∈ (0, T ).

(91)

We use a Gronwall argument in the obtained inequality we deduced in (87), which con-
cludes the proof of Lemma 4.4 Finally, as a consequence of these results and using the
properties of the operator G`, the operator E`, the functional S` and the function for
t ∈ [0, T ], we consider the element

Λ(η, θ)(t) =
(
Λ1(η, θ)(t),Λ2(η, θ)(t)

)
∈ Q× E0 (92)
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defined by the equations

(Λ1(η, θ)(t),v)Q =

2∑
`=1

(
(E`)∗∇ϕ`η(t) ε(v`)

)
H`+

2∑
`=1

(∫ t

0

G`
(
σ`η,θ(t), ε(u

`
η(s)), β`θ(s)

)
ds, ε(v`)

)
Q

+ j1(uη,v) ∀v ∈ V,

(93)

Λ2(η, θ)(t) =
(
S1(σ1

η,θ(t), ε(u
1
η(t)), β1

θ (t),S2(σ2
η,θ(t), ε(u

2
η(t)), β2

θ (t)
)
. (94)

Here, for every (η, θ) ∈W 1,p(0, T ;Q×E0) the element Λ(η, θ) ∈W 1,p(0, T ;Q×E0). uη,
ϕθ, βη and ση,θ, represent the displacement field, the potential field, the damage field
and the stress field obtained in Lemmas 4.1, 4.2, 4.3, and 4.4.

Lemma 4.5 The mapping Λ has a unique fixed point (η∗, θ∗) ∈ W 1,p(0, T ;Q ×
L2(Ω)).

Proof. Let t ∈ (0, T ) and (η1, θ1), (η2, θ2) ∈W 1,p(0, T ;Q×E0) . We use the notation
uηi = ui, u̇ηi = u̇i, ϕηi = ϕi and σηi,θi = σi for i = 1, 2. Let us start by using (32),
hypotheses, (35), (37) and (40) we have

∥∥Λ1(η1, θ1)(t)− Λ1(η2, θ2)(t)
∥∥2

Q
≤

2∑
`=1

∥∥(E`)∗∇ϕ`1(t)− (E`)∗∇ϕ`2(t)
∥∥2

Q`

+

2∑
`=1

∫ t

0

∥∥G`(σ`1(s), ε(u`1(s)), βl1(s)
)
− G`

(
σ`2(s), ε(u`2(s)), βl2(s)

)∥∥2

H` ds

+C
∥∥pν([u1ν(t))([u1ν(t)])− pν([u1ν(t))([u1ν(t)])

∥∥2

L2(Γ3)

+C
∥∥pτ ([u1τ (t))([u1τ (t)])− pτ ([u1τ (t))([u1τ (t)])

∥∥2

L2(Γ3)

≤ C
(
‖ϕ1(t)− ϕ2(t)‖2Q +

∫ t

0

‖u1(s)− u2(s))‖2V ds

+

∫ t

0

‖σ1(s)− σ2(s))‖2Q ds+

∫ t

0

‖β1(s)− β2(s)‖2E0
ds+ ‖u1(t)− u2(t))‖2V

)
. (95)

We use estimates (81), (87) to obtain

‖Λ1(η1, θ1)(t)− Λ1(η2, θ2)(t)‖2Q ≤ C
(
‖u1(t)− u2(t)‖2V

+

∫ t

0

‖u1(s)− u2(s))‖2V ds+

∫ t

0

‖β1(s)− β2(s)‖2E0
ds
)
. (96)

By similar arguments, from (94), (87) and (38) we obtain

‖Λ2(η1, θ1)(t)− Λ2(η2, θ2)(t)‖2Q ≤ C
(
‖u1(t)− u2(t)‖2V (97)

+

∫ t

0

‖u1(s)− u2(s))‖2V ds+ ‖β1(t)− β2(t)‖2E0
+

∫ t

0

‖β1(s)− β2(s)‖2E0
ds

)
.

Also, since

u`i(t) =

∫ t

0

v`i(s)ds+ u`0, t ∈ [0, T ], ` = 1, 2,
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we have

‖u1(t)− u2(t)‖V ≤
∫ t

0

‖v1(s)− v2(s))‖V ds,

which implies

‖u1(t)− u2(t)‖2V +

∫ t

0

‖u1(s)− u2(s))‖2V ds ≤ c
∫ t

0

‖v1(s)− v2(s))‖2V ds. (98)

Therefore,

‖Λ(η1, θ1)(t)− Λ(η2, θ2)(t)‖2Q×E0
≤ C

(
‖u1(t)− u2(t)‖2V + (99)∫ t

0

‖u1(s)− u2(s))‖2V ds+ ‖β1(t)− β2(t)‖2E0
+

∫ t

0

‖β1(s)− β2(s)‖2E0
ds
)
.

Moreover, from (70) we obtain

(v̇1 − v̇2,v1 − v2)V ′×V +

2∑
`=1

(A`ε(v`1)−A`ε(v`2), ε(v`1 − v`2))H`

+j2(v1,v1 − v2)− j2(v2,v1 − v2) + (η1 − η2,v1 − v2)V ′×V = 0.

(100)

We use (39) (51) to deduce that

j2(v1,v1 − v2)− j2(v2,v1 − v2) ≥ 0. (101)

It follows from (100) and (101) that

(v̇1 − v̇2,v1 − v2)V ′×V +

2∑
`=1

(A`ε(v`1)−A`ε(v`2), ε(v`1 − v`2))H`

≤ −(η1 − η2,v1 − v2)V ′×V .

(102)

We integrate this equality with respect to time, use the initial conditions
v1(0) = v2(0) = v0 and condition (33) to find

min(mA1 ,mA2)

∫ t

0

‖v1(s)− v2(s))‖2V ds ≤

−
∫ t

0

(η1(s)− η2(s),v1(s)− v2(s))V ′×V ds

for all t ∈ [0, T ]. Then, using the inequality 2ab ≤ a2

m +mb2, we obtain∫ t

0

‖v1(s)− v2(s))‖2V ds ≤ C
∫ t

0

‖η1(s)− η2(s)‖2V ′ ds ∀t ∈ [0, T ]. (103)

Form (84), we deduce that

(β̇1 − β̇2, β1 − β2)E0
+ a(β1 − β2, β1 − β2) ≤ (θ1 − θ1, β1 − β2)E0

∀t ∈ [0, T ].
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Integrating the previous inequality with respect to time, using the initial conditions
β1(0) = β2(0) = β0 and inequality a(β1 − β2, β1 − β2) ≥ 0, we find

1

2
‖β1(s)− β2(s))‖2E0

ds ≤
∫ t

0

(θ1(s)− θ2(s), β1(s)− β2(s))E0
ds, (104)

which implies

‖β1(s)− β2(s))‖2E0
ds ≤

∫ t

0

‖θ1(s)− θ2(s)‖2E0
ds+

∫ t

0

‖β1(s)− β2(s))‖2L2(Ω) ds.

This inequality, combined with Gronwall’s inequality, leads to

‖β1(s)− β2(s))‖2E0
ds ≤ C

∫ t

0

‖θ1(s)− θ2(s)‖2E0
ds ∀[0, T ]. (105)

Form the previous inequality and estimates (103), (105) and (99) it follows now that

‖Λ(η1, θ1)(t)− Λ(η2, θ2)(t)‖2Q×E0
≤ C

∫ t

0

‖(η1, θ1)(s)− (η2, θ2)(s)‖2Q×E0
ds.

Reiterating this inequality n times we obtain

‖Λn(η1, θ1)− Λn(η2, θ2)‖2W 1,p(0,T ;Q×E0) ≤
CnTn

n!
‖(η1, θ1)− (η2, θ2)‖2W 1,p(0,T ;Q×E0).

Thus, for n sufficiently large, Λn is a contraction on W 1,p(0, T ;Q× E0), and so Λ has a
unique fixed point in this Banach space.

Now, we have all the ingredients to prove Theorem 4.1.

Existence. Let (η∗, θ∗) ∈W 1,p(0, T ;Q×E0) be the fixed point of Λ defined by (92)-(94),
and denote

u∗ = uη∗ , ϕ∗ = ϕη∗ , β∗ = βθ∗ , (106)

σ`∗ = A`ε(u̇`∗) + (E`)∗∇ϕ`∗ + σ`η∗θ∗ , ` = 1, 2, (107)

D`
∗ = E`ε(u`∗)− B`∇ϕ`∗, ` = 1, 2. (108)

We prove that {u∗,σ∗, ϕ∗, β∗,D∗} satisfies (57)–(62) and the regularities(64)–(67).
Indeed, we write (70) for η∗ = η and use (106) to find

(ü∗(t), v)V ′×V +

2∑
`=1

(A`ε(u̇`∗(t)), ε(v`))H` + j2(u̇∗(t),v)

+(η∗(t), v)V ′×V = (f(t),v)V ′×V ∀v ∈ V , a.e. t ∈ [0, T ]. (109)

For the equalities Λ1(η∗, θ∗) = η∗ and Λ2(η∗, θ∗) = θ∗ it follows that

(η∗(t), v)Q×V =

2∑
`=1

(
E`ε(u`(t)), ε(v`)

)
Q

+

2∑
`=1

(∫ t

0

G`
(
σ`(s)−A`ε(u̇`(s)) (110)

−E`∇ϕ`(s), ε(u`(s)), β(s)
)
ds, ε(v`)

)
Q

+ j1(u∗(t),v)
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θ∗(t) =

2∑
`=1

(S`(σ`(t)−A`ε(u̇`(t))−(E`)∗∇ϕ`(t), ε(u`(t)), β`(t)). (111)

We now substitute (110) in (109) to obtain

(ü∗(t), v)V ′×V +

2∑
`=1

(A`ε(u̇`∗(t)), ε(v`))H` + j2(u̇∗(t),v)

+

2∑
`=1

(
B`ε(u`∗(t)), ε(v`)

)
H` +

2∑
`=1

(
(E`)∗∇ϕ`∗, ε(v`)

)
H`

+

2∑
`=1

(∫ t

0

G`
(
σ`∗(s)−A`ε(u̇`∗(s))− (E`)∗∇ϕ`∗(s), ε(u`∗(s)), β`∗(s)

)
ds, ε(v`)

)
H`

+j1(u∗(t),v) = (f(t), v)V ′×V , ∀v ∈ V , (112)

and we substitute (111) in (84) to have

β∗(t) ∈ K,
2∑
`=1

(β̇`∗(t), ξ
` − β`∗(t))L2(Ω`) + a(β(t), ξ − β(t)) ≥

2∑
`=1

(
φ`
(
σ`∗(t)−A`ε(u̇`∗(t))− (E`)∗∇ϕ`(t), ε(u`∗(t)), β`∗(t)

)
, ξ` − β`∗(t)

)
L2(Ω`)

,

∀ξ ∈ K, a.e. t ∈ [0, T ]. (113)

We write now (80) for η = η∗ and use (106) to see that

2∑
`=1

(B`∇ϕ`∗(t),∇ξ`)H` −
2∑
`=1

(E`ε(u`∗(t)),∇ξ`)H` = (q(t), ξ)W , (114)

∀ξ ∈W, a.e. t ∈ [0, T ].

The relations (106)- (108), (112), (113), and (114) allow us to conclude now that
{u∗,σ∗, ϕ∗, β∗,D∗} satisfies (57). Next, (62) and the regularities (64), (65), (68) fol-
low from Lemmas 4.1, 4.2 and 4.3. Since u∗ and ϕ∗ satisfy (64) and (68), it follows from
Lemma 4.4 and (107) that

σ∗ ∈ L2(0, T ;H). (115)

We choose v = (v1, v2) with v` = ω` ∈ D(Ω`)d and v3−` = 0 in (112) and by (106)
and (53)

ρ`ü`∗ = Divσ`∗ + f `0, a.e. t ∈ [0, T ], ` = 1, 2.

Also, by (47), (64) and (115) we have

(Divσ1
∗,Divσ2

∗) ∈ L2(0, T ;V ′).

Let t1, t2 ∈ [0, T ], by (26), (36), (37) and (108), we deduce that

‖D∗(t1)−D∗(t2)‖
H
≤ C (‖ϕ∗(t1)− ϕ∗(t2)‖W + ‖u∗(t1)− u∗(t2)‖V ) .
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The regularity of u∗ and ϕ∗ given by (64) and (65) implies

D∗ ∈ C(0, T ;H). (116)

We choose φ = (φ1, φ2) with φ` ∈ D(Ω`)d and φ3−` = 0 in (114), and using (54), (108)
we find

divD`
∗(t) = q`0(t) ∀t ∈ [0, T ], ` = 1, 2,

and, by (48), (116), we obtain

D∗ ∈ C(0, T ;W).

Finally, we conclude that the weak solution {u∗,σ∗, ϕ∗, β∗,D∗} of the piezoelectric con-
tact Problem PV has the regularities (64)–(67), which concludes the existence part of
Theorem 4.1.

Uniqueness. The uniqueness of the solution is a consequence of the uniqueness of
the fixed point of the operator Λ defined by (93)-(94) and the unique solvability of the
Problems PV1

η, PV2
η, PVθ and PVη,θ.

Conclusion

We presented a model for the dynamic process of frictional contact between two elasto-
viscoplastic piezoelectric bodies with damage response. The contact was modeled with
a normal compliance and a normal damped. The existence of the unique weak solution
for the problem was established by using arguments from the parabolic inequalities,
differential equations and fixed-point arguments.
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Abstract: This paper proposes a centralized and decentralized nonlinear model pre-
dictive control (NMPC) for multiple robots in the trajectory tracking problem with
collision avoidance. The kinematic model of mobile robot is employed to implement
these concepts. The path of each robot is constructed such that there exist some in-
tersections between some paths of the robots. Additionally, the initial conditions and
parameters of the model are taken so that the robots will collide on the intersections
of their paths. Based on the simulation results, both centralized and decentralized
schemes can avoid collision between one robot and another one by satisfying the in-
equality constraints. All solutions of the optimization problems in both schemes are
feasible as well, so this indicates that local minimum solutions are found. According
to the simulations, the decentralized scheme is better than the centralized scheme in
terms of the computational complexity and error tracking.

Keywords: nonlinear optimization; multiple robots dynamics; nonlinear model pre-
dictive control; centralized and decentralized schemes.
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1 Introduction

During the last years, the research interests in robotics area have grown exponentially
from some publications (refer to [1–3]), but are not limited to those. Nowadays, to employ
a robot for many kinds of tasks is very common in various fields such as agriculture,
logistics, and even service for some of Covid-19 patients in hospital [4–6]. In those
applications, it is expected that the robot can be navigated in different situations and
environments [7]. The strategy can be done by controlling its position, so that it can
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move from its current position to the final destination. This concept is usually called the
point stabilization control. When the robot has to follow the given path, it is commonly
known as the trajectory tracking.

To address many ways in controlling the robot, several techniques have been im-
plemented such as the PID controller [8], sliding mode control [3], sliding PID [9] and
others. Two mentioned methods specifically do not use multivariable controls, whereas
most robots are a system with multivariable inputs and states usually called the multi-
input-multi-output (MIMO) type. Especially for these cases, we have to design many
controllers for each input and state by assuming a decoupling control. Through this
approach, the system can be treated as the single-input-single-output (SISO) type, so a
single loop controller can be developed as well [10].

One of the controllers having a capability to deal with the MIMO systems is a model
predictive control (MPC). A version of the MPC for nonlinear systems is a nonlinear
model predictive control (NMPC). Because of its ability to handle the limitation of a
system, this controller becomes the most popular control method in some sectors such
as chemical processes [11], autonomous vehicles [12], and others. As time goes by, the
NMPC was also implemented for multi-object systems. Some approaches were proposed,
namely, centralized [13], decentralized [14,15], and distributed [13]. Based on the previous
study, in this paper, we implement the centralized and decentralized scheme-based NMPC
in trajectory tracking, where each path of the robots has some intersections. The aim
is to examine our proposed method by defining collision avoidance constraint in the
optimization problem of NMPC.

This paper is constructed as follows. The kinematic model of nonholonomic robots in
terms of a MIMO system is defined in Section 2. Next, Section 3 explains the centralized
and decentralized scheme-based NMPC for multi-agent systems. In this section, the
collision avoidance constraint is defined to avoid collision among the robots. Then,
Section 4 contains some discussions based on our simulation results. Lastly, Section 5 is
the conclusion and development of the future research.

2 Kinematic Model of Mobile Robot

Kinematics is the fundamental study that learns about how an object can move from one
position to other positions without considering the forces working on the object. In order
to design mobile robots for some purpose, it is essential to understand the mechanical
behavior of a robot [16]. The behavior of a mobile robot can be expressed in the following
mathematical model [16]:

ẋ = v cosψ,

ẏ = v sinψ, (1)

ψ̇ = ω,

where (x, y) represents the position of a mobile robot in the X-axis and Y-axis, respec-
tively, ψ is the heading angle of a mobile robot, v and ω, respectively, denote the linear
and angular velocity.

Model (1) is a nonlinear system and it can be written in a state space form as follows:

χ̇ = f(χ,u), (2)
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where χ = [x, y, ψ]
T

denotes the state variables and u = [v, ω]
T

indicates the input or
control variables for the system. Equation (2) is a continuous-time system, so it can be
converted into a discrete-time system using a discretization method. Based on the Euler
approach, equation (2) is stated as

χ(k + 1) = χ(k) + Tsf(χ(k),u(k)), (3)

where Ts is the sampling time used to transform the continuous-time system into a
discrete-time system.

3 Nonlinear Model Predictive Control

The NMPC is an optimization-based method for nonlinear systems [17]. Generally, the
difference between the MPC and the NMPC lies in their systems. However, it is not
limited to those, since the MPC can be implemented on the nonlinear systems by using
the linearization method around operating points (refer to [18]).The idea of the NMPC is
to predict the future system behavior by utilizing the model (3). The aim of the NMPC
is to minimize an objective function subject to its constraints, so it is possible to obtain
the optimal inputs along the prediction horizon.

Assuming that the prediction horizon is equal to the control horizon at every discrete-
time k, the optimization formula of the NMPC can be written as follows:

VN (k) =

N∑
i=1

‖ri(k)− ŷi(k)‖2Q + ‖ui−1(k)‖2R (4)

subject to

χi+1(k) = fd(χi(k),ui(k)), i = 0, 1, · · · , N − 1,

ŷi(k) = g(χi(k)), i = 1, 2, · · · , N,
χ0(k) = χ(k),

χmin ≤ χi(k) ≤ χmax, i = 0, 1, · · · , N,
umin ≤ ui(k) ≤ umax, i = 0, 1, · · · , N − 1,

where VN is a quadratic cost function, N is the prediction horizon, Q and R are the
weighting matrices being positive semi-definite and positive definite, where their sizes are
appropriate to the dimension of outputs and inputs, r is the reference or desired value,
ŷ is the predicted outputs of the system, χmin, χmax, umin, umax are the lower and
upper bounds for the states and inputs, respectively, and the notation in (4) is given as
follows:

‖ri(k)− ŷi(k)‖2Q = [ri(k)− ŷi(k)]
T
Q [ri(k)− ŷi(k)] ,

‖ui−1(k)‖2R = (ui−1(k))
T
Rui−1(k).

By solving the optimization problem (4), we obtain a sequence of optimal inputs
{u∗

0(k),u∗
1(k), · · · ,u∗

N−1(k)}, but only the first element of the sequence, i.e., u∗
0(k), is

injected to the system.
To implement the NMPC for multi-robot systems, it is important to formulate the

constraints appropriately to avoid collision among the agents. The following approach is
used to manifest the concept.
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Collision avoidance among the robots: to ensure safety during the trajectory execu-
tion, it is necessary to formulate the following inequality constraints using the Euclidean
distance in optimization problem (4). By considering the discrete system for each pre-
diction window, we define the constraint as follows:√

(xji (k)− xli(k))2 + (yji (k)− yli(k))2 ≥ 1

2
(rjd + rld), j 6= l,

∀j, l = 1, 2, · · · , Nr, ∀i = 0, 1, · · · , N, (5)

where (xi(k), yi(k)) is the position of robots at time k, rd is the diameter of robots, Nr
represents the number of robots, and the superscript denotes the robot index.

To design the NMPC controller for multiple robots, some schemes that can be utilized
are the centralized and decentralized schemes. The explanation about the schemes is
discussed in the following subsection.

3.1 Centralized NMPC

The centralized scheme is a classical control scheme, where the whole system is controlled
by one controller [13]. Since we treat all robots as a single entity, the system can be
written as a large-scale system as follows:

χ̄(k + 1) =


f1
d(χ

1(k),u1(k))

f2
d(χ

2(k),u2(k))
...

fNr

d (χNr (k),uNr (k))

 = f̄d(χ̄(k), ū(k)), (6)

where the state and input variables are defined as χ̄(k) = [χ1(k),χ2(k), · · · ,χNr (k)]T

and ū(k) = [u1(k),u2(k), · · · ,uNr (k)]T , respectively. These changes also influence the
formula of objective function and constraints for our optimization problem. The new
objective function and constraints can be stated as

V̄N (k) =

N∑
i=1

∥∥r̄i(k)− ¯̂yi(k)
∥∥2
Q̄

+ ‖ūi−1(k)‖2R̄ (7)

subject to

χ̄i+1(k) = f̄d(χ̄i(k), ūi(k)), i = 0, 1, · · · , N − 1,

¯̂yi(k) = ḡ(χ̄i(k)), i = 1, 2, · · · , N,
χ̄0(k) = χ̄(k),

χ̄min ≤ χ̄i(k) ≤ χ̄max, i = 0, 1, · · · , N,
ūmin ≤ ūi(k) ≤ ūmax, i = 0, 1, · · · , N − 1,√

(xji (k)− xli(k))2 + (yji (k)− yli(k))2 ≥ 1

2
(rjd + rld), j 6= l,∀j, l = 1, 2, · · · , Nr,

∀i = 0, 1, · · · , N,

where r̄(k) = [r1(k), · · · , rNr (k)]T , ¯̂y(k) = [ŷ1(k), · · · , ŷNr (k)]T and the weighting ma-
trices Q̄ and R̄ are defined as Q̄ = diag(Q,Q, · · · ,Q) and R̄ = diag(R,R, · · · ,R) with
respect to the size of ¯̂y and ū, respectively.

At each sampling time, Algorithm 3.1 is used to obtain the optimal input in the case
of the centralized NMPC scheme.
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Algorithm 3.1 The Centralized NMPC for Multi-Agent Systems.

1: Predict future outputs ¯̂yi(k), i = 1, 2, · · · , N , as a function of future inputs ūi(k),
i = 0, 1, · · · , N − 1, using the current states χ̄(k).

2: Solve the optimization problem (7) using a fmincon MATLAB function by
utilizing an anonymous function to obtain the sequence of optimal inputs
{ū0(k), ū1(k), · · · , ūN−1(k)}.

3: Only the first element of the optimal input sequence ū0(k) is applied to the systems
by extracting it into {u1

0(k),u2
0(k), · · · ,uNr

0 (k)} for each system.

4: Save the data and update the current states.

5: At time-k + 1, repeat step 1.

The drawback of this scheme is the computational complexity that grows significantly
when the number of agents increases, so it is not suitable for the case with too many
agents. Next, the alternative scheme will be presented to control multi-agent systems.

3.2 Decentralized NMPC

In this architecture, the optimization problem is solved in parallel, i.e., each robot solves
the optimization separately [15]. As in (5), to avoid collision among robots, each opti-
mizer needs other robots’ future states information. By using communication, this study
assumes that all robots can share required information such as the current states and
optimal inputs over the prediction horizon in the previous calculation at every sampling
time [14]. If the communication is failed, the current and one-step previous states are
used by each optimizer to estimate the last input commands of other robots, then it
is used to predict other robots’ future state information by reduplicating it over the
prediction horizon [15]. The illustration of this method can be seen in [13, 15]. In the
decentralized control, there are multiple NMPCs for each robot. Algorithm 3.2 shows
the process to obtain the sequence of optimal inputs for each agent by using information
from other agents.

Algorithm 3.2 The Decentralized NMPC for Multi-Agent Systems.

1: Guess the suitable initial inputs over the prediction horizon to check the inequality
constraints (5) for collision avoidance by using current states information from
other agents via communication.

2: Predict future outputs ŷji (k), i = 1, 2, · · · , N , as a function of future inputs uji (k),
i = 0, 1, · · · , N − 1, using the current states χj(k) for the j-th agent.

3: Solve the optimization problem (4) by adding (5) for every agent using fmincon
MATLAB by utilizing an anonymous function to obtain a sequence of optimal
inputs {uj0(k),uj1(k), · · · ,ujN−1(k)}.

4: Only the first element of the optimal input sequence uj0(k) is applied to the system
of the j-th agent.

5: Save the data and update the current states.
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6: At time-k + 1, the obtained optimal input over the prediction horizon from (3)
and updated current states are needed to check the inequality constraints by other
agents via communication.

7: Repeat step 2.

Algorithm 3.2 is used by every agent to obtain its optimal inputs. This scheme is
more efficient than the centralized one w.r.t both computational time and control design.

4 Simulation Results and Discussion

In this paper, both centralized and decentralized NMPC use the same prediction horizon
N and sampling time Ts. The weighting matrices in the objective function and simulation

time for each robot are given by Q =

[
1 0
0 1

]
, R =

[
0.5 0
0 0.5

]
and tend = 400 s. The

initial conditions and references of all simulations are shown in Table 1, the diameter of
all robots is assumed 0.3 m and the upper and lower bounds of the inputs are defined as
v ∈ [−0.6, 0.6] for linear velocity and for angular velocity ω ∈ [−π4 ,

π
4 ], respectively.

Table 1: The initial conditions and references of each robot.

Robot Initial conditions References
xref (t) yref (t)

1 [−2, 3.5, 0]T −1 + 2 sin(0.02t) 1 + 2 cos(0.02t)
2 [−2,−3.5, 0]T −1 + 2 sin(0.02t) −1− 2 cos(0.02t)
3 [2, 3.5, π]T 1− 2 sin(0.02t) 1 + 2 cos(0.02t)
4 [2,−3.5, π]T 1− 2 sin(0.02t) −1− 2 cos(0.02t)

All simulations are performed in MATLAB 2019b on a computer with 8GB RAM
and a core i5-1035G4. For the first running simulation, we use Ts = 0.5 s and N = 8
(equal to 4 s) with the initial conditions as in Table 1. The simulation result of the
centralized scheme to follow the specified references can be seen in Figure 1 while for the
decentralized scheme it is shown in Figure 2.

Figures 1 and 2 show all robots can follow their references using both centralized
and decentralized schemes from the initial conditions of each robot. The tracking errors
of each robot are caused by avoiding the collision among them, so these results are
appropriate to our desire. From the figures, we can see the decentralized scheme is better
than the centralized one if it is seen from the tracking error between their trajectories
and references. The intersections among references are constructed to verify whether the
proposed approach through the algorithms can work perfectly.

To ensure that the inequality constraints for collision avoidance are satisfied by each
robot, we show the distance between one robot and other robots. The results of our
simulation about this idea are presented in Figures 3 and 4 for each proposed scheme.

In Figures 3 and 4, the requested minimum distance so that the collision does not
occur is a half of the total diameter of each robot, i.e., 0.3 m. The symbol of Djl(k)
represents the distance between the i-th and j-th robot at time k computed by the
following formula:

Djl(k) =
√

(xj(k)− xl(k))2 + (yj(k)− yl(k))2, j 6= l, j, l = 1, 2, 3, 4.
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Figure 1: Trajectory Tracking for Each Robot using the Centralized NMPC.
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Figure 2: Trajectory Tracking for Each Robot using the Decentralized NMPC.
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Figure 3: The Distance Between One Robot and Other Robots Based on the Centralized
Scheme.
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Figure 4: The Distance Between One Robot and Other Robots Based on the Decentralized
Scheme.
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Based on Figures 3 and 4, it can be seen that the distance among the robots satisfies
the safe distance to avoid collision. It can be realized since we defined inequality con-
straint (5) in our optimization problem based on the NMPC approach at every discrete-
time k. The optimal inputs of each robot shown in Figures 5 and 6 also satisfy the lower
and upper bounds that we defined previously. This indicates that the solutions of our
optimization problem are feasible at every discrete-time k. Figures 5 and 6 also inform
that the NMPC tries to keep the inputs to be convergent to 0 in order to minimize costs
when the robots move away from each other.

To compare the computational time for the centralized and decentralized schemes,
the different groups of prediction horizon and sampling time (N,Ts) are shown in Table
2. This is used to show which method is more effective to control and guide all robots
in order that they are on their trajectories.

Table 2: Parameters for different simulations.

Parameters Scenario 1 Scenario 2
Prediction horizon (N) 5 8

Sampling time (Ts) 1 s 0.5 s

Based on Table 2, the complexity of computational time for both proposed schemes in
the case of controlling 4 robots can be investigated. The results of this idea are presented
in Table 3.

Table 3: The computational time between the centralized and decentralized schemes.

Scenario Centralized Decentralized
1 59.7629 s 39.3990 s
2 244.6630 s 184.7699 s

Based on Table 3, it is clear that the increase of prediction horizon implies the increase
of computational time for both centralized and decentralized schemes. The suggestion
of this issue is needed to choose an appropriate prediction horizon and sampling time to
reduce the complexity time while satisfying a desired performance. Table 3 also gives an
information that the decentralized scheme is more effective than the centralized one in
terms of computational time since the decentralized scheme provides fast computational
time with good performance as shown in the previous simulation in Figures 2 and 4.

5 Conclusion

In this study, two different schemes are proposed, namely, a centralized and decentralized
NMPC to control multi-robot systems. These schemes are implemented for the trajectory
tracking problem where there are some intersections among the robot paths. Based on our
simulation, both schemes give satisfying results as all robots can follow their references
without a collision between one robot and another robot. In addition, the distance
between one robot and another robot is greater than or equal to the safe distance, so this
ensures that all robots can avoid collision between each other. For control inputs, the
NMPC also guarantees that the actuator saturation limits are satisfied. In our simulation,
it can be concluded that the decentralized scheme is better than the centralized scheme.
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Figure 5: The Control Inputs of Each Robot Based on the Centralized Scheme.
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Figure 6: The Control Inputs of Each Robot Based on the Decentralized Scheme.
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This is shown in the computational complexity that gives the fast computational time
as the prediction horizon increases. For the future research, we will include disturbance
and consider some obstacles in the more complex cases such as unmanned aerial vehicles
(UAVs) and autonomous surface vehicles (ASVs).
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1 Introduction

The study of the heat and mass transfer of a fluid over a stretching sheet has attracted
many researchers these days due to its various applications in industry, for example, man-
ufacturing of rubber sheet and plastic sheet. Fluids are used in making polymers, blowing
of glass, petroleum productions, polymer extrusion, crystal growing fiber spinning and
many more. Schowalter[17] was the first one who applied the boundary layer theory to
the power-law pseudo-plastic fluid. After that, Schowalter and Collins [9] studied the
behaviour of non-Newtonian fluid in the entry region of pipe. Crane [8] was the first to
study the fluid flow past a stretching plate. Crane and Carragher [12] have studied the
heat transfer on a stretching sheet instead of a plate.

After that, various researchers studied the effect of a fluid flow on a stretching sheet.
Gupta and Gupta [1] studied the heat and mass transfer on a stretching sheet with suction
or blowing. Vajravelu and Hadjinicolaou [7] analysed the heat transfer on a stretching
sheet in the presence of dissipation and heat generation. Dandapat and Gupta [4] studied
the flow and heat transfer in a viscoelastic fluid over a stretching sheet. Mahapatra and
Gupta [16] have contributed on the heat transfer in the stagnation point flow towards a
stretching sheet. Many researcher applied MHD flow and heat transfer over a stretching
sheet due to its applications in the industries. Andersson [5] first of all studied the
effect of MHD flow of a viscoelastic fluid. Andersson, Bech and Dandapat [5] studied a
magneto-hydrodynamic flow of a power-law fluid over a stretching sheet. Siddheshwar
and Mahabaleswar [13] studied the effects of radiation and heat source on the MHD flow
of a viscoelastic liquid and heat transfer over a stretching sheet. Cortell [14] researched
on a viscous flow and heat transfer over a nonlinearly stretching sheet. Fang et al. [15]
found out about a slip MHD viscous flow over a stretching sheet.

Researchers discussed several models to analyse the non-Newtonian behaviour of flu-
ids. Among these models the power-law model gained much popularity due to its suc-
cessful applications of boundary layer assumptions. Till date, the power-law fluid model
is the most widely used model to describe non-Newtonian fluids behaviour. Andersson
[5] was the first to study the MHD flow on the power-law fluid model.

Various researchers have discussed the power-law fluid model to study various effects
on a continuously stretching sheet under different circumstances. However, all of them
discussed the presence of magnetic field in transverse direction. But to the best of the
authors’ knowledge no one has studied the effect of aligned magnetic field on the power-
law model. Zhong et. al. discussed explicit solutions of a class of linear partial difference
equations with constant coefficients. Aleksandrov and Platonov [2] studied the conditions
of ultimate boundedness of solutions for a class of nonlinear systems.

Based on the review of the above studies, the main objective of this paper is to
analyze the effects of variable thermal conductivity on the power-law fluid flow and heat
transfer over a non-linearly stretching sheet in the presence of aligned magnetic field and
considering suction and radiation.

2 Formulation of the Problem

The model being considered here consists of a steady two-dimensional flow of an incom-
pressible non-Newtonian fluid following the power law over a permeable stretching sheet.
The origin is located at the slit, through which the sheet is drawn through the fluid
medium. The velocity of the model is denoted by uw.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 21 (3) (2021) 315–325 317

Equations related to the power-law model for the non-Newtonian fluid, with allowance
for the viscous dissipation and aligned magnetic field, are given by

∂u

∂x
+
∂v

∂y
= 0, (1)

u
∂u

∂x
+ v

∂v

∂y
= −1

ρ

∂p

∂x
+
K

ρ

∂

∂y

(
∂u

∂y

)n
− σ(B0 sinα)2u

ρ
, (2)

ρCp

(
u
∂T

∂x
+ v

∂T

∂y

)
= k

∂2T

∂y2
+K

(
∂u

∂y

)n+1

− ∂qr
∂y

. (3)

Here u and v are the components of fluid velocity in x and y directions, respectively.
ρ, k and K represent the density of fluid, thermal conductivity and consistency coefficient,
n is the power law index, B0 is the magnetic parameter, T is the temperature of the fluid,
Cp is the specific heat at constant pressure, σ is electrical conductivity, σs is the Stefan-
Boltzmann constant and qr is the radiative heat flux approximated by the Rosseland
approximation as

qr =
−4σs∂T

4

∂y
. (4)

Boundary conditions for the model are

u = uw(x) = cxm + usl, T = Tw, when y = 0,
u −→ U = bxm, T −→ T∞, when y −→∞. (5)

Applying the boundary conditions in (5) to the model equation (2), we get

U
dU

dx
=
−1

ρ

∂p

∂x
− σ(B0 sinα)2u

ρ
. (6)

Eliminating −1ρ
∂p
∂x from equations (2) and (6), we get

u
∂u

∂x
+ v

∂v

∂y
= U

∂u

∂x
+
K

ρ

∂

∂y

(
∂u

∂y

)n
− σ(B0 sinα)2(u− U)

ρ
. (7)

For further analysis we introduce similarity variable η with dimensionless variables f and
θ as

η =

[
c2−n

K
ρ

] 1
n+1

x
m(2−n)−1

n+1 y ,Ψ(η) =

(
K

ρ

) 1
n+1

C
2n−1
n+1 x

m(2n−1)+1
n+1 f(η), θ(η) =

T − T∞
T − Tw

.

(8)
With all the above similarity variables, the equations (7) and (3) reduce to

(f ′′)
n−1

f ′′′ +

[
m(2n− 1) + 1

n+ 1

]
ff ′′ −m (f ′)

2 −H (sinα)
2

(f ′ − λ) +mλ2 = 0, (9)

(
3 + 4R

3

)
θ′′

PR
+

[
1 +m(2n− 1)

n+ 1

]
fθ′ − rf ′θ + EC (f ′′)

n+1
= 0. (10)

The transformed boundary conditions are

f(0) = s, f ′(0) = 1,+af ′′(0), θ(0) = 1 when η = 0, (11)
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f ′(∞)→ λ, θ(∞)→ 1 when η →∞, (12)

where PR =
ρCp

k

((
K
ρ

)2
c(3m−1)(n−1)

) 1
n+1

is the non-Newtonian Prandtl number and

EC = c2x2m

AxrCp
is the Eckert number and H = σ

B2
0

ρcx1−m , s is the suction parameter, a is the

constant and λ is the ratio of free stream velocity parameter and stretching parameter.

3 Solution of the Problem

To analyze the above flow model for the equations (9) and (10) along with boundary
conditions (11) and (12), the fourth-order Runge-Kutta method with the shooting tech-
nique is used. With the help of the Newton-Raphson shooting method estimates for
f ′′(0)and θ(0) have been done so that the equations can be integrated with the help of
the fourth-order Runge-Kutta method. The process of these iterations does not stop
until the boundary conditions at infinity become zero. This iteration process has been
performed for each value.

4 Results and Discussion

In this section the fourth-order Runge-Kutta method with the help of shooting
method has been used to solve equations (9) and (10) for the various values of
Pr, n,m, r,R, λ, a, s, α and H. Values of f”(0) and θ(0) have been evaluated correctly
up to 8 decimal places so that stability and accuracy of the study can be shown. It
is observed from Table 1 that the numerical values of f ′′(0) in the present paper for
different values of power-law index n, when λ = 0, a = 0, s = 0, s = 0,m = 1, are in
good agreement with the results obtained by Andersson and Kumaran [6], Mahmoud
and Megahed [11] and Megahed [10].

By considering the numerical solutions for the various values of power-law index in the
range 0.5 ≤ n ≤ 1.5, the effects of various parameters on the velocity and the temperature
distributions are studied.
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n Andersson
and

Kumaran[24]

Mahmoud
and

Megahed[32]

Megahed[35] Present Paper

0.5 1.1605 1.1604 1.1604 1.16065620
0.6 1.0951 1.0951 1.0951 1.9512419
0.7 1.545 1.544 1.544 1.054660
0.8 1.0284 1.0284 1.0284 1.02841233
0.9 1.0113 1.0112 1.0112 1.01133117
1.0 1.0000 1.000 1.00000 1.000000
1.1 0.9924 0.9922 0.9922 0.992426994
1.2 0.9874 0.9874 0.9874 0.98737207
1.3 0.9840 0.9841 0.9841 0.9840342
1.4 0.9819 0.9819 0.9819 0.9818837043
1.5 0.9806 0.9806 0.9806 0.98056261
1.6 0.9798 0.9799 0.9799 0.979825441
1.7 0.979501 0.979503 0.979503 0.975007899
1.8 0.979468 0.979467 0.979467 0.971189942
1.9 0.9796 0.9796 0.9796 0.971189943
2.0 0.9800 0.97995 0.97995 0.97912466089

Table 1: Comparison of the values of f ′′(0) for the various values of n with the
parameters’ values λ = 0, a = 0, s = 0, s = 0,m = 1.

(a) (b)

(c)

Figure 1: Figure (a), (b), (c) show the effects of α = π/8, π/4 and π/2 on the velocity
profile for different values of power-law index (η), respectively.
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n

Value of f
′

and θ
′

for different values of α with Pr = 0.71, Ec = 0.1,
H = 1, R = 1, s = 0.2 = 0.2, r = 1,m = 0.5, λ = 0.5

f ′′ θ′

α = π/8 α = π/4 α = π/2 α = π/8 α = π/4 α = π/2
n = 0.5 -0.439502 -0.506112 -0.584217 -0.565743 -0.556586 -0.546898
n = 0.8 -0.445340 -0.499400 -0.563085 -0.569565 -0.562002 -0.553820
n = 1 -0.461656 -0.510364 -0.567860 -0.568936 -0.562320 -0.555068
n = 1.2 -0.480821 -0.525376 -0.578055 -0.567408 -0.561607 -0.555187
n = 1.5 -0.510534 -0.550243 -0.597283 -0.564679 -0.559882 -0.554400

Table 2: Values of f ′′(0) and θ′(0) for different types of fluid and different angle of
magnetic field.

n

Value of f
′

and θ
′

for different values of λ with Pr = 0.71, Ec = 0.1,
H = 1, R = 1, s = 0.2, r = 1,m = 0.5, λ = 0.5 and α = π/3

f ′′ θ′

λ = 0.8 λ = 1.5 λ = 2 λ = 0.8 λ = 1.5 λ = 2
n = 0.5 -0.1857688 0.6706540 1.685632 -0.6306510 -0.7615877 -0.854726
n = 0.8 -0.2913153 0.6308961 1.440967 -0.6360154 -0.7734705 -0.856978
n = 1.0 -0.2289438 0.6367480 1.352774 -0.676532 -0.7807228 -0.859495
n = 1.2 -0.2495882 0.6429972 1.292932 -0.6385992 -0.7871893 -0.862109
n = 1.5 -0.2803766 0.6575240 1.232879 -0.6394543 -0.7954666 -0.865779

Table 3: Values of f ′ and θ′ for various values of λ.

The effects of magnetic field angle α on the velocity profiles by changing the values
of power law index between the range 0.5 ≤ n ≤ 1.5 are shown in Figures 1(a)-1(c). It
is seen that as the angle of magnetic field increases, velocity decreases for both values of
the power-law index, i.e, n < 1 and n ≥ 1. But it can hardly make any difference for the
temperature distribution profile which is shown in Table 2.

The effects of parameter λ, which is basically the ratio of free stream velocity to the
stretching parameter, on the solution profile are shown in Figures 2(a)-2(c). It is seen
that with the increase in the values of λ, the velocity increases tremendously for the
power-law index between 0.5 ≤ n ≤ 1.5. The downfall of the temperature profile with
the increase in λ is shown in Table 3.
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(a) (b)

(c)

Figure 2: Figure (a), (b), (c) show the effects of λ = 0.8, 1.5 and 2 on the velocity
profile for different values of power-law index (η), respectively.

Figures 3(a)–3(c) represent the velocity profile for the values of suction parameter
s = 0, 1, 2, respectively.

The effects of the Hartmann number H on the velocity profile and temperature pro-
file are shown in Figures 4(a)-4(b). It is seen from the figures that the velocity and
temperature decrease with the increase of H.

The effect of the Prandlt number Pr on the dimensionless temperature profile is
illustrated in Figure 5(a). It is seen that the increase in the Prandlt number Pr decreases
the temperature distribution. Figure 5(b) shows the effect of change in the radiation
parameter R on the temperature profile. It is seen from the figure that the temperature
increases with the increase in radiation parameter for n = 0.5.
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(a) (b)

(c)

Figure 3: Figure (a), (b), (c) show the effects of s = 0, 1 and 2 on the velocity profile
for different values of power-law index (η), respectively.

(a) (b)

Figure 4: Figure (a), (b), (c) show the effects of different values of H on velocity profile
and temperature profile, respectively.
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(a) (b)

Figure 5: Figure (a), (b), (c) show the effects of different values of Pr and R on the
temperature profile, respectively.

5 Conclusion

The first aim of the paper is the solution of the problem on a two dimensional flow of an
incompressible non-Newtonian fluid following the power law over a permeable stretching
sheet in the presence of thermal radiation. The second one is the transformation of
the governing equations into a system of non-linear ordinary differential equations by
using similarity transformations, which have been solved numerically using the fourth-
order Runge-Kutta method coupled with the shooting technique. During the study the
following observations have been achieved:

• Increase in the angle of magnetic field decreases the velocity of the fluid.

• Increase in the stretching parameter increases the velocity distribution but de-
creases the temperature distribution.

• As suction increases in the sheet, both velocity and temperature decrease.

• Temperature decreases with the increase in the Prandlt number.

• As the effect of magnetic field increases, the velocity decreases.

• The radiation parameter increases with the increase of temperature.
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Nomenclature Greek symbols

B0= magnetic field intensity η= similarity variable
c= stretching sheet parameter Ψ stream function
Cp= specific heat at constant pressure σ = electrical conductivity
K= consistency coefficient ν=kinematic viscosity
k′= permeability of the medium µ =coefficient of viscosity
k= thermal conductivity σs=Stefan-Boltzmann constant

H= Hartmann number
σB2

0

cρ Λ = ratio of free stream velocity

Pr= Prandtl number parameter to stretching sheet
pr= radiative heat flux parameter.
qr= rate of heat transfer
R= radiation parameter(= (4σsT

3
∞)/Kk)

s=heat source/sink parameter
T= fluid temperature
T∞= free stream temperature
Tw= temperature of stretching sheet
u, v= velocity components along x and y
axes, respectively
uw(x)=velocity of stretching sheet
U(x)=free stream velocity(= bxm)
x, y= Cartesian coordinates along x and y
axes, respectively.
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Abstract: In this paper, a modified SEIR mathematical model for the coronavirus
infected disease-2019 (COVID-19) has studied. We named this model the SEIQRC
model and analyzed the stability mathematically. A qualitative analysis of the local
and global stability of equilibrium points is carried out. It is shown that the disease-
free equilibrium is globally asymptotically stable when the basic reproduction number
R0 ≤ 1 and the disease-persistence equilibrium is globally asymptotically stable when
R0 > 1.
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1 Introduction

The novel Coronavirus was detected in China and a few months later it spreaded in the
countries all over the world. Covid-19 contamination can be transmitted to a person
from a contaminated person, a contaminated dry surface, through the nose or mouth. In
March 2020, the World Health Organization declared the Covid-19 a global pandemic.
For today, the novel Coronavirus caused tens of thousands of deaths and a few million
cases of infections. It can be classified as the third highly pathogenic human Coronavirus
appearing in the past two decades. Since its appearance, several scientific researchers have
been interested in studies of various problems related to this novel Coronavirus [2,7,13].
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In this paper, we study the following modified mathematical model of ODEs proposed
first in [5]: 

Ṡ = µNT − βSINT − (α+ µ)S,

Ė = βSINT − (γ + µ)E,

İ = γE − (δ + µ)I,

Q̇ = δI − (λ+ µ)Q,

Ṙ = λQ− µR,
Ċ = αS − µC

(1)

with the positive initial condition (S(0), E(0), I(0), Q(0), R(0), C(0)) ∈ R6
+ , where S is

the susceptible population, E is the exposed population, I is the infected population,
Q is the population under quarantine (reported infected cases), R is the recovered
population and C is the confined susceptible population.

The outline of this paper is as follows. In Section 2, some properties of the system
(1) are given. Section 3 is devoted to the calculation of the basic reproduction number
R0 using the next generation matrix method to assess the transmissibility of the novel
Coronavirus Covid-19. The analysis of the local and global stability of equilibrium points
is presented in Sections 4 and 5, respectively. It is shown that the disease-persistence
(endemic) equilibrium is globally asymptotically stable when R0 > 1. However, when
R0 ≤ 1, then the disease-free equilibrium is globally asymptotically stable. Finally,
Section 6 is done to present some numerical tests confirming the obtained theoretical
results.

2 Properties of the Mathematical Model

The parameters of the model (1) are the protection rate α, the infection rate β, the incu-
bation rate γ, the quarantine rate δ, the natural mortality rate µ (which is proportional
to the birth rate) and the recovery rate λ. Define P̄ = (µNT

α+µ , 0, 0, 0, 0,
αNT

α+µ ) as the disease
free equilibrium point.

Proposition 2.1

1. For every given initial condition (S(0), E(0), I(0), Q(0), R(0), C(0)) in R6
+ , system

(1) admits a bounded solution with positive components defined for all t > 0.

2. The set Ω1 = {(S,E, I,Q,R,C) ∈ R6
+ / S+E+I+Q+R+C = NT } is a positively

invariant attractor for system (1).

Proof.

1. The solution is positive due to the fact that since S = 0, one has Ṡ = µNT > 0;
if E = 0, then Ė = βSINT > 0; once I = 0, then İ = γE > 0; if Q = 0, then
Q̇ = δI > 0; if R = 0, then Ṙ = λQ > 0; and if C = 0, then Ċ = αS > 0.

The boundedness of solutions of system (1) can be proved by adding all equations
of system (1), and then one obtains, for T = S + E + I + Q + R + C − NT , the
following equation for the totality of individuals:

Ṫ = Ṡ + Ė + İ + Q̇+ Ṙ+ Ċ = µNT − µS − µE − µI − µQ− µR− µC = −µT.
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Then

S(t) + E(t) + I(t) +Q(t) +R(t) + C(t)
= NT + (S(0) + E(0) + I(0) +Q(0) +R(0) + C(0)−NT )e−µt.

(2)

Then the boundedness of the solution of system (1) holds since all compartments
of T are positive.

2. One can easily deduce from (2) that the set Ω1 is a positively invariant attractor
for system (1).

3 Computation of the Basic Reproduction Number by the Next Generation
Matrix Method

For determining the reproduction number of (1), we use the next generation matrix
method proposed by Diekmann, et al. [3] and elaborated by van den Driessche and
Watmough [6] for an ODE compartmental model.

In (1), the disease free-equilibrium is P̄ = (µNT

α+µ , 0, 0, 0, 0,
αNT

α+µ ) and the compartments

containing infected individuals are X = (X1, X2, X3) = (E, I,Q). Using the generation
matrix method [3, 6], consider these equations written in the form Ẋi = Fi(X)− Vi(X)
for i = 1, 2, 3.

Now define F = [
∂Fi(P̄ )

Xj
] and V = [

∂Vi(P̄ )

Xj
] for 1 ≤ i, j ≤ 3. Thus the reproduction

number R0 is the spectral radius of the matrix FV −1 and we have

R0 = ρ(FV −1).

As in [6], we have the following theorem.

Theorem 3.1 If P̄ is a DFE of the system Ẋi = Fi(X) − Vi(X), then P̄ is locally
asymptotically stable if R0 = ρ(FV −1) < 1, but unstable if R0 > 1.

Now, we have the following theorem for the reproduction number R0.

Theorem 3.2 The reproduction number of (1) is given by

R0 = NT

√
γβµ

(α+ µ)(γ + µ)(δ + µ)
. (3)

Proof. According to the next generation matrix method, we have

F =

 0 βµ
α+µN

2
T 0

γ 0 0
0 δ 0

 and V =

 γ + µ 0 0
0 δ + µ 0
0 0 λ+ µ

 .

Then

FV −1 =

 0
βµN2

T

(α+µ)(δ+µ) 0
γ

α+µ 0 0

0 δ
δ+µ 0

 .
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The basic reproduction number for model (1) is given by the spectral radius of the matrix
FV −1 and so

R0 = NT

√
γβµ

(α+ µ)(γ + µ)(δ + µ)
.

4 Local Stability

Theorem 4.1 (1) If R0 < 1, then the disease free equilibrium P̄ is locally asymp-
totically stable.

(2) If R0 ≥ 1, then the disease free equilibrium P̄ is unstable.

Proof. The Jacobian matrix J evaluated at P̄ = (µNT

α+µ , 0, 0, 0, 0,
αNT

α+µ ) is given by

J̄ =



−α− µ 0 − β
α+µµN

2
T 0 0 0

0 −γ − µ β
α+µµN

2
T 0 0 0

0 γ −δ − µ 0 0 0
0 0 δ −λ− µ 0 0
0 0 0 λ −µ 0
α 0 0 0 0 −µ

 .

The characteristic equation is

P̄ (X) = (X + α+ µ)(X + λ+ µ)(X + µ)2
∣∣∣∣ −γ − µ−X β

α+µµN
2
T

γ −δ − µ−X

∣∣∣∣
= (X + α+ µ)(X + λ+ µ)(X + µ)2

(
(γ + µ+X)(δ + µ+X)− γβ

α+ µ
µN2

T

)
= (X + α+ µ)(X + λ+ µ)(X + µ)2

×
(
X2 + (γ + 2µ+ δ)X + (γ + µ)(δ + µ)− γβ

α+ µ
µN2

T

)
= (X + α+ µ)(X + λ+ µ)(X + µ)2

×
(
X2 + (γ + 2µ+ δ)X + (γ + µ)(δ + µ)(1−R0)(1 +R0)

)
= (X + α+ µ)(X + λ+ µ)(X + µ)2

×
(
X2 + a1X + a0

)
,

where a1 = (γ + 2µ + δ) > 0 and a0 = (γ + µ)(δ + µ)(1 − R0)(1 +R0) > 0 if R0 < 1.
By the Routh-Hurwitz criterion, we deduce that all eigenvalues have negative real parts
and then P̄ is locally asymptotically stable if R0 < 1. If R0 ≥ 1, then a0 ≤ 0 and there
exists at least one non negative eigenvalue λ of J?, therefore P̄ is unstable.

Theorem 4.2 If R0 > 1, then the disease-persistence equilibrium P ∗ is locally
asymptotically stable.
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Proof. Denote P ∗ = (S∗, E∗, I∗, Q∗, R∗, C∗), then we have

E∗ =
µNT − (α+ µ)S∗

γ + µ
=

µNT
γ + µ

− (α+ µ)

γ + µ
S∗,

I∗ =
γ

δ + µ
E∗ =

γµNT
(δ + µ)(γ + µ)

− γ(α+ µ)

(δ + µ)(γ + µ)
S∗,

Q∗ =
δ

λ+ µ
I∗ =

δγµNT
(λ+ µ)(δ + µ)(γ + µ)

− δγ(α+ µ)

(λ+ µ)(δ + µ)(γ + µ)
S∗,

R∗ =
λ

µ
Q∗ =

λδγµNT
µ(λ+ µ)(δ + µ)(γ + µ)

− λδγ(α+ µ)

µ(λ+ µ)(δ + µ)(γ + µ)
S∗,

C∗ =
α

µ
S∗.

From the third equation in (1), we obtain

E∗ =
δ + µ

γ
I∗.

Replacing this in the second equation of (1), we get

−(γ + µ)
δ + µ

γ
I∗ + βS∗I∗NT = 0 =⇒ (−(γ + µ)

δ + µ

γ
+ βS∗NT )I∗ = 0

=⇒ −(γ + µ)
δ + µ

γ
+ βS∗NT = 0

=⇒ S∗ =
(γ + µ)(δ + µ)

γβNT
.

From the system given previously, and the value of R0, we can write

I∗ =
γµNT

(δ + µ)(γ + µ)
− γ(α+ µ)

(δ + µ)(γ + µ)
S∗

=
γµNT

(δ + µ)(γ + µ)
− α+ µ

βNT

=
α+ µ

βNT
(R2

0 − 1).

Now, we compute the characteristic equation of the Jacobian matrix evaluated at P ∗.
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We have

P ∗(X) = −(X+µ)2(X+λ+µ)

∣∣∣∣∣∣
−α− µ− βI∗NT −X 0 −βS∗NT

βI∗NT −γ − µ−X βS∗NT
0 γ −δ − µ−X

∣∣∣∣∣∣
= −(X+µ)2(X+λ+µ)

∣∣∣∣∣∣
−α− µ− βI∗NT −X 0 −βS∗NT

−α− µ−X −γ − µ−X 0
0 γ −δ − µ−X

∣∣∣∣∣∣
= −(X + µ)2(X + λ+ µ)

×
(
(−α− µ− βI∗NT −X)(γ+µ+X)(δ+µ+X) + βS∗NT (α+ µ+X)γ

)
= −(X + µ)2(X + λ+ µ)

×
([
− α− µ− βI∗NT −X

][
X2 + (δ + γ + 2µ)X + (δ + µ)(γ + µ)

]
+βS∗NT (α+ µ+X)γ

)
= (X + µ)2(X + λ+ µ)

(
X3 + a1X

2 + a2X + a3
)

with

a1 = α+ µ+ βI∗NT + δ + γ + 2µ

= α+ µ+ (α+ µ)(R2
0 − 1) + δ + γ + 2µ = (α+ µ)R2

0 + δ + γ + 2µ,

a2 = (α+ µ+ βI∗NT )(δ + γ + 2µ) + (δ + µ)(γ + µ)− βγS∗NT ,

a3 = (α+ µ+ βI∗NT )(δ + µ)(γ + µ)− βγ(α+ µ)S∗NT .

Then

a2 = (α+ µ+ (α+ µ)(R2
0 − 1))(δ + γ + 2µ) + (δ + µ)(γ + µ)− (γ + µ)(δ + µ)

= [α+ µ+ (α+ µ)(R2
0 − 1)][δ + γ + 2µ]

= (α+ µ)[δ + γ + 2µ]R2
0 > 0,

a3 = (α+ µ+ (α+ µ)(R2
0 − 1))(δ + µ)(γ + µ)− (α+ µ)(γ + µ)(δ + µ)

= (α+ µ)(δ + µ)(γ + µ)R2
0 − (α+ µ)(γ + µ)(δ + µ)

= (α+ µ)(δ + µ)(γ + µ)(R2
0 − 1).

Thus a3 > 0 if R0 > 1.
Now, we demonstrate that a1a2 > a3 if R0 > 1.

a1a2 − a3 =

[
(α+ µ)R2

0 + δ + γ + 2µ

][
(α+ µ)[δ + γ + 2µ]R2

0

]
−(α+ µ)(δ + µ)(γ + µ)(R2

0 − 1)

= (α+ µ)

[ [
(α+ µ)R2

0 + δ + γ + 2µ
]

(δ + γ + 2µ)R2
0

]

−(α+ µ)(δ + µ)(γ + µ)(R2
0 − 1)

≥ (α+ µ)

[(
δ + γ + 2µ

)2

R2
0 − (δ + µ)(γ + µ)R2

0 + (δ + µ)(γ + µ)

]
≥ (α+ µ)

[(
(δ + γ + 2µ)2 − (δ + µ)(γ + µ)

)
R2

0 + (δ + µ)(γ + µ)

]
.
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Since (δ + γ + 2µ)2 − (δ + µ)(γ + µ) > 0 for every positive parameters δ, γ and µ, we
conclude that a1a2 − a3 > 0 and the Routh-Hurwitz criterion permits to conclude.

5 Global Stability

Lemma 5.1 Ω2 = {(S,E, I,Q,R,C) ∈ Ω1; S ≤ µNT
α+ µ

} is a positively invariant

attractor for system (1).

Proof. It is proved in Proposition 2.1 that the bounded set Ω1 is a positive invariant

attractor set of all solutions of system (1). Now, since Ṡ(t) < 0 for S(t) >
µNT
α+ µ

, one

has lim inf S(t) ≤ µNT
α+ µ

. This completes the proof.

Theorem 5.1 If R0 ≤ 1, then the disease-free equilibrium P̄ is globally asymptoti-
cally stable.

Proof. Consider the following Lyapunov function:  L1 = γE + (γ + µ)I. Therefore,

 ̇L1 = γĖ + (γ + µ)İ

= γ
(
βSINT − (γ + µ)E

)
+ (γ + µ)

(
γE − (δ + µ)I

)
= γβSINT − (γ + µ)(δ + µ)I

≤ γβµ

α+ µ
IN2

T − (γ + µ)(δ + µ)I since S ≤ µNT
α+ µ

=
( γβµ

α+ µ
N2
T − (γ + µ)(δ + µ)

)
I

= (γ + µ)(δ + µ)
( γβµ

(α+ µ)(γ + µ)(δ + µ)
N2
T − 1

)
I

= (γ + µ)(δ + µ)
(
R2

0 − 1
)
I, ∀(S,E, I,Q,R,C) ∈ Ω2.

It follows that  ̇L1 ≤ 0 ifR0 ≤ 1 with  ̇L1 = 0 only if I = 0. Therefore,  L1 is a Lyapunov
function on Ω2. Moreover, Lemma 5.1 implies that Ω2 is a compact, absorbing subset
of R6

+, and the largest compact invariant set in {(S,E, I,Q,R,C) ∈ Ω2 :  ̇L1 = 0} is
{P̄}. Therefore, by the Lasalle invariance principle (see, for example, [11, Theorem 3.1]
and [1,4,8–10,14,15] for other applications), we deduce that every solution of system (1)
with the initial conditions in R6

+ converges to P̄ as t→ +∞.
Now, we give a result of global stability for the disease-persistence equilibrium P ∗.

Theorem 5.2 The disease-persistence equilibrium P ∗ is globally asymptotically sta-
ble if R0 > 1.

Proof. Consider the Lyapunov function

 L2 =
(
S − S∗ ln(

S

S∗ )
)

+
(
E − E∗ ln(

E

E∗ )
)

+
(γ + µ)

γ

(
I − I∗ ln(

I

I∗
)
)
.

P ∗ is the global minimum of  L2. Indeed, P ∗ is the unique internal stationary point of

system (1) and the function  L2 has its minimum value  L2min = S∗ + E∗ +
(γ + µ)

γ
I∗
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when S = S∗, E = E∗, I = I∗, Q = Q∗, R = R∗, C = C∗, and  L2(t) → +∞ at the
boundary of the positive quadrant.

Now, we compute the derivative of  L2(t) along the solutions of system (1):

 ̇L2 =
(

1− S∗

S

)
Ṡ +

(
1− E∗

E

)
Ė +

(γ + µ)

γ

(
1− I∗

I

)
İ

=
(

1− S∗

S

)(
µNT − βSINT − (α+ µ)S

)
+
(

1− E∗

E

)(
βSINT − (γ + µ)E

)
+

(γ + µ)

γ

(
1− I∗

I

)(
γE − (δ + µ)I

)
.

Since µNT = βS∗I∗NT + (α+ µ)S∗ and (γ + µ)E∗ =
(δ + µ)(γ + µ)

γ
I∗ = βS∗I∗NT ,

we can write

 ̇L2 =
(

1− S∗

S

)(
βS∗I∗NT + (α+ µ)S∗ − βSINT − (α+ µ)S

)
+βSINT − (γ + µ)E − βSINT

E∗

E
+ (γ + µ)E∗

+(γ + µ)E − (δ + µ)(γ + µ)

γ
I − (γ + µ)E

I∗

I
+

(δ + µ)(γ + µ)

γ
I∗

= βS∗I∗NT + (α+ µ)S∗ − βSINT − (α+ µ)S − βS∗I∗NT
S∗

S
− (α+ µ)S∗S

∗

S

+βS∗INT + (α+ µ)S∗ + βSINT − βSINT
E∗

E
+ βS∗I∗NT − βS∗I∗NT

I

I∗

−βS∗I∗NT
EI∗

E∗I
+ βS∗I∗NT

= (α+ µ)S∗
(

2− S

S∗ −
S∗

S

)
+ βS∗I∗NT

(
3− S∗

S
− EI∗

E∗I
− SIE∗

S∗I∗E

)
.

Using the fact that

S

S∗
S∗

S
= 1, and

S∗

S

EI∗

E∗I

SIE∗

S∗I∗E
= 1

and the following inequality:

i=n∑
i=1

xi ≥ n

[
i=n∏
i=1

xi

] 1
n

, x1, x2, x3, · · · , xn ≥ 0, (4)

we obtain the following inequalities:

2− S∗

S
− S

S∗ ≤ 0, and 3− S∗

S
− EI∗

E∗I
− SIE∗

S∗I∗E
≤ 0.

Therefore,  ̇L2 ≤ 0. With the help of the Lyapunov stability theorem, we deduce that
P ∗ = (S∗, E∗, I∗, Q∗, R∗, C∗) is stable.

It remains to show that P ∗ = (S∗, E∗, I∗, Q∗, R∗, C∗) is asymptotically stable using
the Lasalle invariance principle [11]. Denote

A1 := 2− S∗

S
− S

S∗ and A2 := 3− S∗

S
− EI∗

E∗I
− SIE∗

S∗I∗E
.

Then one has  ̇L2(S,E, I,Q,R,C) = 0⇔ A1 = A2 = 0.
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With the above equations, we obtain the following implications:

A1 = 0 ⇒ S = S∗,
(S = S∗, A2 = 0) ⇒ IE∗ = I∗E.

Finally, we get

 ̇L2(S,E, I,Q,R,C) = 0⇔ S = S∗, IE∗ = I∗E. (5)

Let e =
E

E∗ =
I

I∗
, then E = eE∗ and I = eI∗. Replacing S, I in the first equation

of (1) at equilibrium yields

µNT = eβS∗I∗NT + (α+ µ)S∗ = βS∗I∗NT + (α+ µ)S∗.

Therefore, we get e = 1 and then I = I∗ and E = E∗. Finally,

 ̇L2(S,E, I,Q,R,C) = 0⇔ (S = S∗, E = E∗, I = I∗, Q = Q∗, R = R∗, C = C∗).

Thus, the largest invariant set contained in {(S,E, I,Q,R,C)
∣∣∣  ̇L2 = 0} is

{(S∗, E∗, I∗, Q∗, R∗, C∗)}. Then the global stability of the disease-persistence equilib-
rium P ∗ = (S∗, E∗, I∗, Q∗, R∗, C∗) follows according to the Lasalle invariance princi-
ple [12].

6 Numerical Simulations

We validate numerical simulations for system (1). We consider four cases; two of them
(Figure 1) confirming the global stability of the disease-free equilibrium P̄ when R0 ≤ 1.
The other two tests (Figure 2) confirm the global stability of the disease-persistence
equilibrium P ∗ when R0 > 1.
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Figure 1: (S(t), E(t), I(t), Q(t), R(t), C(t)) behaviours for (left) NT = 20, µ = 0.1, β =
0.1, α = 3, γ = 3, δ = 5, λ = 5, R0 = 0.49 ≤ 1 and for (right) NT = 30, µ = 0.1, β =
0.1, α = 3, γ = 3, δ = 5, λ = 5, R0 = 0.74 ≤ 1.

We remark that the solution of (1) converges asymptotically to P̄ . Only susceptible
and confined susceptible compartments persist, the other compartments vanish.

In this case, the solution of (1) converges asymptotically to P ∗ and all compartments
persist.
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Figure 2: (S(t), E(t), I(t), Q(t), R(t), C(t)) behaviours for (left) NT = 70, µ = 0.1, β =
0.1, α = 3, γ = 3, δ = 5, λ = 5, R0 = 1.73 > 1 and for (right) NT = 50, µ = 0.1, β =
0.1, α = 3, γ = 3, δ = 5, λ = 5, R0 = 1.24 > 1.

7 Concluding Remarks

There is a dearth of epidemiological information on the rise of the coronavirus, which
would be of critical importance to the structure and execution of auspicious, specially
designated, sustainable general welfare intercessions, isolation and travel limitations.
Infectious disease modelling is a tool that can be used to study the mechanisms by which
diseases spread, predict the future course of the disease outbreaks and evaluate epidemic
control strategies. A mathematical 6D dynamical system modelling an SEIQRC model
of transmissibility of the novel Covid-19 is studied. A profound study is given. The
analysis of the local and global stability of equilibrium points is presented. It is shown
that the disease-persistence equilibrium is globally asymptotically stable when R0 > 1.
However, the disease-free equilibrium is globally asymptotically stable when R0 ≤ 1.
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