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Upper and Lower Solutions for Fractional q-Difference
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Abstract: This paper deals with some existence results for a class of boundary value
problems for Caputo fractional q-difference inclusions by using set-valued analysis,
fixed point theory, and the method of upper and lower solutions.

Keywords: fractional q-difference inclusion; upper solution; lower solution; bound-
ary condition; fixed point.

Mathematics Subject Classification (2010): 26A33, 34A08, 34A60, 34B15,
39A13.

1 Introduction

Fractional differential equations and inclusions have been applied in various areas of
engineering, mathematics, physics, and other applied sciences. Recently, considerable
attention has been given to the existence of solutions of initial and boundary value prob-
lems for fractional differential equations and inclusions with Caputo fractional deriva-
tives. The method of upper and lower solutions has been successfully applied to study
the existence of solutions for differential equations and inclusions; see [1–5, 11, 12] and
the references therein.

The study of fractional q-difference equations was initiated early in the 20-th cen-
tury [6, 14] and has received significant attention in recent years [10, 16]. Some inter-
esting details about initial and boundary value problems for q-difference and fractional

∗ Corresponding author: mailto:John-Graef@utc.edu

c© 2021 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua 1
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2 S. ABBAS, M. BENCHOHRA AND J. R. GRAEF

q-difference equations can be found in [8, 9, 15–17] and the included references. In this
paper, we discuss the existence of solutions to the fractional q-difference inclusion

(cDα
q u)(t) ∈ F (t, u(t)), t ∈ I := [0, T ], (1)

with the boundary condition
L(u(0), u(T )) = 0, (2)

where q ∈ (0, 1), α ∈ (0, 1], T > 0, F : I ×R→ P(R) is a multivalued map, P(R) is the
family of all nonempty subsets of R, cDα

q is the Caputo fractional q-difference derivative
of order α, and L : R2 → R is a given continuous function.

This paper initiates the application of the method of upper and lower solutions to
Caputo q-fractional difference equations.

2 Preliminaries

Consider the Banach space C(I) := C(I,R) of continuous functions from I into R
equipped with the supremum (uniform) norm

‖u‖∞ := sup
t∈I
|u(t)|.

As usual, L1(I) denotes the space of measurable functions v : I → R that are Lebesgue
integrable with the norm

‖v‖1 =

∫ T

0

|v(t)|dt.

Let us recall some definitions and properties of the fractional q-calculus. For a ∈ R,
we set

[a]q =
1− qa

1− q
.

The q analogue of the power (a− b)n is

(a− b)(0) = 1, (a− b)(n) = Πn−1
k=0(a− bqk), a, b ∈ R, n ∈ N.

In general,

(a− b)(α) = aαΠ∞k=0

(
a− bqk

a− bqk+α

)
, a, b, α ∈ R.

Definition 2.1 ( [19]) The q-gamma function is defined by

Γq(ξ) =
(1− q)(ξ−1)

(1− q)ξ−1
for ξ ∈ R− {0,−1,−2, . . .}.

Notice that the q-gamma function satisfies Γq(1 + ξ) = [ξ]qΓq(ξ).
Next, we give definitions of different types of q-derivatives and q-integrals and indicate

some of their properties.

Definition 2.2 ( [19]) The q-derivative of order n ∈ N of a function u : I → R is
defined by (D0

qu)(t) = u(t),

(Dqu)(t) := (D1
qu)(t) =

u(t)− u(qt)

(1− q)t
, t 6= 0, (Dqu)(0) = lim

t→0
(Dqu)(t),

and
(Dn

q u)(t) = (DqD
n−1
q u)(t), t ∈ I, n ∈ {1, 2, . . .}.
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We set It := {tqn : n ∈ N} ∪ {0}.

Definition 2.3 ( [19]) The q-integral of a function u : It → R is defined by

(Iqu)(t) =

∫ t

0

u(s)dqs =

∞∑
n=0

t(1− q)qnf(tqn),

provided that the series converges.

We note that (DqIqu)(t) = u(t), while if u is continuous at 0, then

(IqDqu)(t) = u(t)− u(0).

Definition 2.4 ( [7]) The Riemann-Liouville fractional q-integral of order α ∈ R+ :=
[0,∞) of a function u : I → R is defined by (I0qu)(t) = u(t), and

(Iαq u)(t) =

∫ t

0

(t− qs)(α−1)

Γq(α)
u(s)dqs, t ∈ I.

Lemma 2.1 ( [20]) For α ∈ R+ := [0,∞) and λ ∈ (−1,∞), we have

(Iαq (t− a)(λ))(t) =
Γq(1 + λ)

Γ(1 + λ+ α)
(t− a)(λ+α), 0 < a < t < T.

In particular,

(Iαq 1)(t) =
1

Γq(1 + α)
t(α).

Definition 2.5 ( [21]) The Riemann-Liouville fractional q-derivative of order α ∈ R+

of a function u : I → R is defined by (D0
qu)(t) = u(t), and

(Dα
q u)(t) = (D[α]

q I [α]−αq u)(t), t ∈ I,

where [α] is the integer part of α.

Definition 2.6 ( [21]) The Caputo fractional q-derivative of order α ∈ R+ of a
function u : I → R is defined by (CD0

qu)(t) = u(t) and

(CDα
q u)(t) = (I [α]−αq D[α]

q u)(t), t ∈ I.

Lemma 2.2 ( [21]) Let α ∈ R+. Then the following equality holds:

(Iαq
CDα

q u)(t) = u(t)−
[α]−1∑
k=0

tk

Γq(1 + k)
(Dk

qu)(0).

In particular, if α ∈ (0, 1), then

(Iαq
CDα

q u)(t) = u(t)− u(0).

For a given Banach space (X, ‖ · ‖), we define the following subsets of P(X) :

Pcl(X) = {Y ∈ P(X) : Y is closed}, Pb(X) = {Y ∈ P(X) : Y is bounded},
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Pcp(X) = {Y ∈ P(X) : Y is compact}, Pcv(X) = {Y ∈ P(X) : Y is convex},

Pcp,cv(X) = Pcp(X) e Pcv(X).

The following properties of multivalued maps will be needed.

Definition 2.7 A multivalued map G : X → P(X) is said to be convex (closed)
valued if G(x) is convex (closed) for all x ∈ X. A multivalued map G is bounded
on bounded sets if G(B) = ∪x∈BG(x) is bounded in X for all B ∈ Pb(X) (i.e.,
supx∈B{sup{|y| : y ∈ G(x)} exists).

Definition 2.8 A multivalued map G : X → P(X) is called upper semi-continuous
(u.s.c.) on X if for each x0 ∈ X, the set G(x0) is a nonempty closed subset of X, and
for each open set N ⊂ X containing G(x0), there exists an open neighborhood N0 of
x0 such that G(N0) ⊂ N . Moreover, G is said to be completely continuous if G(B) is
relatively compact for every B ∈ Pb(X).

Definition 2.9 Let G : X → P(X) be completely continuous with nonempty com-
pact values. Then G is u.s.c. if and only if G has a closed graph (i.e., xn → x∗, yn →
y∗, yn ∈ G(xn) imply y∗ ∈ G(x∗)). We say that G has a fixed point if there is x ∈ X
such that x ∈ G(x).

We denote by FixG the set of fixed points of the multivalued operator G.

Definition 2.10 A multivalued map G : J → Pcl(R) is said to be measurable if for
every y ∈ R, the function

t→ d(y,G(t)) = inf{|y − z| : z ∈ G(t)}

is measurable.

The following relationship between upper semi-continuous maps and closed graphs is
well known.

Lemma 2.3 ( [18]) Let G be a completely continuous multivalued map with nonempty
compact values. Then G is u.s.c. if and only if G has a closed graph.

Definition 2.11 A multivalued map F : I × R → P(R) is said to be Carathéodory
if:

(1) t→ F (t, u) is measurable for each u ∈ R;

(2) u→ F (t, u) is upper semicontinuous for almost all t ∈ I.

Moreover, F is said to be L1-Carathéodory if (1), (2), and the following condition hold:

(3) For each q > 0, there exists ϕq ∈ L1(I,R+) such that

‖F (t, u)‖P = sup{|v| : v ∈ F (t, u)} ≤ ϕq for all |u| ≤ q and for a.e. t ∈ I.
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For each u ∈ C(I,R), we define the set of selections of F by

SF◦u = {v ∈ L1(I,R) : v(t) ∈ F (t, u(t)) a.e. t ∈ I}.

Let (X, d) be a metric space induced from the normed space (X, | · |). The function
Hd : P(X)× P(X)→ R+ ∪ {∞} given by

Hd(A,B) = max{sup
a∈A

d(a,B), sup
b∈B

d(A, b)}

is known as the Hausdorff–Pompeiu metric. For more details on multivalued maps see
the books of Hu and Papageorgiou [18].

In the sequel, we need the following fixed point theorem.

Theorem 2.1 (Bohnenblust-Karlin [13]) Let X be a Banach space and K ∈
Pcl,cv(X), and suppose that the operator G : K → Pcl,cv(K) is upper semicontinuous
and the set G(K) is relatively compact in X. Then G has a fixed point in K.

3 Main Results

We begin by defining what we mean by a solution, an upper solution, and a lower solution
to our problem.

Definition 3.1 A function u ∈ C(I) is said to be a solution of (1)–(2) if there exists
a function f ∈ SF◦u such that CDα

q u(t) = f(t) a.e. t ∈ I and the boundary condition
L(u(0), u(T )) = 0 is satisfied.

Definition 3.2 A function w ∈ C(I) is said to be an upper solution of (1)–(2) if
L(w(0), w(T )) ≥ 0, and there exists a function v1 ∈ SF◦w such that CDα

q w(t) ≥ v1(t)
a.e. t ∈ I. Similarly, a function v ∈ C(I) is said to be a lower solution of (1)–(2) if
L(v(0), v(T )) ≤ 0, and there exists a function v2 ∈ SF◦v such that CDαv(t) ≤ v2(t) a.e.
t ∈ I.

We now present the main result in this paper.

Theorem 3.1 Assume that the following conditions hold:

(H1) F : I × R→ Pcp,cv(R) is Carathéodory;

(H2) There exist v, w ∈ C(I), which are the lower and upper solutions, respectively, for
problem (1)–(2) such that v ≤ w;

(H3) The function L(·, ·) is continuous on [u(0), w(0)]×[u(T ), w(T )] and is nonincreasing
in each of its arguments;

(H4) There exists l ∈ L1(I,R+) such that

Hd(F (t, u), F (t, ū)) ≤ l(t)|u− ū| for every u, ū ∈ R,

and

d(0, F (t, 0)) ≤ l(t) a.e. t ∈ I.
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Then the problem (1)–(2) has at least one solution u defined on I such that

v ≤ u ≤ w.

Proof. Consider the following modified problem

CDα
q u(t) ∈ F (t, τ(u(t))), for a.e. t ∈ I, (3)

u(0) = τ(u(0))− L(u(0), u(T )), (4)

where
τ(u(t)) = max{v(t),min{u(t), w(t)}},

and
u(t) = τ(u(t)).

A solution to (3)–(4) is a fixed point of the operator N : C(I)→ P(C(I)) defined by

N(u) = {h ∈ C(I) : h(t) = u(0) + (Iαq ν)(t)},

where
ν ∈ {x ∈ S̃1

F◦τ(u) : x(t) ≥ v1(t) on A1 andx(t) ≤ v2(t) on A2},

S1
F◦τ(y) = {x ∈ L1(I) : x(t) ∈ F (t, (τu)(t)), a.e. t ∈ I},

A1 = {t ∈ I : u(t) < v(t) ≤ w(t)}, A2 = {t ∈ I : v(t) ≤ w(t) < u(t)}.

Remark 3.1 (1) For each u ∈ C(I), the set S̃1
F◦τ(u) is nonempty. In fact, (H1)

implies that there exists v3 ∈ S1
F◦τ(u), so we set

v = v1χA1
+ v2χA2

+ v3χA3
,

where
A3 = {t ∈ I : v(t) ≤ u(t) ≤ w(t)}.

Then, by decomposability, x ∈ S̃1
F◦τ(u).

(2) From the definition of τ , it is clear that F (·, τu(·)) is an L1-Carathéodory multi-
valued map with compact convex values and there exists φ1 ∈ C(I,R+) such that

‖F (t, τu(t))‖P ≤ φ1(t) for each u ∈ R.

(3) Since τ(u(t)) = v(t) for t ∈ A1, and τ(u(t)) = w(t) for t ∈ A2, in view of (H3),
equation (4) implies that

|u(0)| ≤ |v(0)|+ |L(v(0), v(T )| ≤ |v(0)|+ |L(u(0), u(T ))| = |v(0)| on A1,

and

u(1) = w(0)− L(w(0), w(T ) ≤ w(0)− L(u(0), u(T )) = w(0) on A2.

Thus,
|u(0)| ≤ min{|v(0)|, |w(0)|}.
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Now set

L := sup
t∈I

∫ t

0

(t− qs)(α−1)

Γq(α)
dqs,

let

R := min{|v(0)|, |w(0)|}+ L‖φ1‖∞,

and consider the closed and convex subset of C(I) given by

B = {u ∈ C(I) : ‖u‖∞ ≤ R}.

We shall show that the operator N : B → Pcl,cv(B) satisfies all the assumptions of
Theorem 2.1. The proof will be given in steps.

Step 1: N(u) is convex for each y ∈ B.

Let h1, h2 belong to N(u); then there exist ν1, ν2 ∈ S̃1
F◦τ(u) such that, for each t ∈ I

and any i = 1, 2, we have

hi(t) = u(0) + (Iαq νi)(t).

Let 0 ≤ d ≤ 1. Then, for each t ∈ I, we have

(dh1 + (1− d)h2)(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
[dν1(s) + (1− d)ν2(s)]dqs.

Since SF◦τ(u) is convex (because F has convex values), we have

dh1 + (1− d)h2 ∈ N(u).

Step 2: N maps bounded sets into bounded sets in B.
For each h ∈ N(u), there exists ν ∈ S̃1

F◦τ(u) such that

h(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
ν(s)dqs.

From conditions (H1)–(H3), for each t ∈ I, we have

|h(t)| ≤ |u(0)|+
∣∣∣∣∫ t

0

(t− qs)(α−1)

Γq(α)
|ν(s)|dqs

∣∣∣∣
≤ min{|v(0)|, |w(0)|}+

∫ t

0

(t− qs)(α−1)

Γq(α)
|ν(s)|dqs

≤ min{|v(0)|, |w(0)|}+ L‖φ1‖∞.

Thus,

‖h‖∞ ≤ R.

Step 3: N maps bounded sets into equicontinuous sets of B.
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Let t1, t2 ∈ I with t1 < t2, and let u ∈ B and h ∈ N(u). Then

|h(t2)− h(t1)| =
∣∣∣∣∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

ν(s)dqs

+

∫ t2

t1

(t2 − qs)(α−1)

Γq(α)
ν(s)dqs

∣∣∣∣
≤
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

|ν(s)|dqs

+

∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

|ν(s)|dqs

≤ ‖φ1‖∞
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

dqs

+ ‖φ1‖∞
∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

dqs

→ 0 as t1 → t2.

As a consequence of the three steps above, we can conclude from the Arzelà-Ascoli
theorem that N : C(I)→ P(C(I)) is continuous and completely continuous.

Step 4: N has a closed graph.
Let un → u∗, hn ∈ N(un), and hn → h∗. We need to show that h∗ ∈ N(u∗). Now

hn ∈ N(un) implies there exists νn ∈ S̃1
F◦τ(un)

such that, for each t ∈ I,

hn(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
νn(s)dqs.

We must show that there exists ν∗ ∈ S̃1
F◦τ(u∗)

such that, for each t ∈ I,

h∗(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
ν∗(s)dqs.

Since F (t, ·) is upper semi-continuous, for every ε > 0, there exists a natural number
n0(ε) such that, for every n ≥ n0(ε), we have

νn(t) ∈ F (t, τun(t)) ⊂ F (t, u∗(t)) + εB(0, 1) a.e. t ∈ I.

Since F (·, ·) has compact values, there exists a subsequence νnm
(·) such that

νnm
(·)→ ν∗(·) as m→∞,

and
ν∗(t) ∈ F (t, τu∗(t)) a.e. t ∈ I.

For every w ∈ F (t, τu∗(t)), we have

|νnm
(t)− ν∗(t)| ≤ |νnm

(t)− w|+ |w − ν∗(t)|.

Hence,
|νnm

(t)− ν∗(t)| ≤ d(νnm
(t), F (t, τu∗(t)).
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We obtain an analogous relation by interchanging the roles of vnm
and v∗ to obtain

|νnm
(t)− ν∗(t)| ≤ Hd(F (t, τun(t)), F (t, τu∗(t))) ≤ l(t)‖yn − y∗‖∞.

Thus,

|hnm(t)− h∗(t)| ≤
∫ t

0

|(t− qs)(α−1)|
Γq(α)

|νnm(s)− ν∗(s)|dqs

≤ ‖unm
− u∗‖∞

∫ t

0

|(t− qs)(α−1)|
Γq(α)

l(s)dqs.

Therefore,

‖hnm
− h∗‖∞ ≤ ‖unm

− u∗‖∞
∫ t

0

|(t1 − qs)(α−1)|
Γq(α)

l(s)dqs→ 0 as m→∞,

so Lemma 2.3 implies that N is upper semicontinuous.
Step 5: Every solution u of (3)–(4) satisfies v(t) ≤ u(t) ≤ w(t) for all t ∈ I.

Let u be a solution of (3)–(4). To prove that v(t) ≤ u(t) for all t ∈ I, suppose this is not
the case. Then there exist t1, t2, with t1 < t2, such that v(t1) = u(t1) and v(t) > u(t)
for all t ∈ (t1, t2). In view of the definition of τ,

CDα
q u(t) ∈ F (t, v(t)) for all t ∈ (t1, t2).

Thus, there exists y ∈ SF◦τ(v) with y(t) ≥ v1(t) a.e. on (t1, t2) such that

CDα
q u(t) = y(t) for all t ∈ (t1, t2).

An integration on (t1, t], with t ∈ (t1, t2), yields

u(t)− y(t1) =

∫ t

t1

(t− qs)(α−1)

Γq(α)
ν(s)dq.

Since v is a lower solution of (1)–(2),

v(t)− v(t1) ≤
∫ t

t1

(t− qs)(α−1)

Γq(α)
v1(s)dq, t ∈ (t1, t2).

From the facts that u(t0) = v(t0) and ν(t) ≥ v1(t), it follows that

v(t) ≤ u(t) for all t ∈ (t1, t2).

This is a contradiction, since v(t) > u(t) for all t ∈ (t1, t2). Consequently,

v(t) ≤ u(t) for all t ∈ I.

Similarly, we can prove that

u(t) ≤ w(t) for all t ∈ I.

This shows that
v(t) ≤ u(t) ≤ w(t) for all t ∈ I.
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Therefore, the problem (3)–(4) has a solution u satisfying v ≤ u ≤ w.
Step 6: Every solution of problem (3)–(4) is a solution of (1)–(2). Suppose that u

is a solution of the problem (3)–(4). Then, we have

CDα
q u(t) ∈ F (t, τ(u(t))) for a.e. t ∈ I,

and
u(0) = τ(u(0))− L(u(0), u(T )).

Since, for all t ∈ I, we have v(t) ≤ u(t) ≤ w(t), it follows that τ(u(t)) = u(t). Thus, we
have

CDα
q u(t) ∈ F (t, u(t)) for a.e. t ∈ I,

and L(u(0), u(T )) = 0. We only need to prove that

v(0) ≤ u(0)− L(u(0), u(T )) ≤ w(1),

so suppose that
u(0)− L(u(0), u(T )) < u(0).

Since L(v(0), v(T )) ≤ 0, we have

u(0) ≤ u(1)− L(v(0), v(T )),

and since L(·, ·) is nonincreasing with respect to both of its arguments,

u(0) ≤ u(0)− L(v(0), v(T )) ≤ u(0)− L(u(0), u(T )) < v(0).

Hence, u(0) < v(0), which is a contradiction. Similarly, we can prove that

u(0)− L(u(0), u(T )) ≤ w(1).

Thus, u is a solution of (1)–(2).
This shows that the problem (1)–(2) has a solution u satisfying v ≤ u ≤ w, and

completes the proof of the theorem.

Remark 3.2 In the case where L(x, y) = ax− by − c, Theorem 3.1 yields existence
results to the problem

CDα
q u(t) ∈ F (t, u(t)) for a.e. t ∈ I, (5)

ay(1)− by(T ) = c, (6)

where −b < a ≤ 0 ≤ b, c ∈ R, which includes the anti-periodic problem b = −a, c = 0,
the initial value problem, and the terminal value problem.

4 An Example

Consider the following problem of a Caputo fractional 1
4−difference inclusion of order

α = 1
2 , 

(
cD

1
2
1
4

u
)

(t) ∈ 7t2

27(1+|u(t)|) [u(t), 33(1 + u(t))], t ∈ [0, 1],

u(0) + u(1) = 1.

(7)
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Set

F (t, u(t)) =
7t2

27(1 + |u(t)|)
[u(t), 33(1 + u(t))], t ∈ [0, 1],

and L(x, y) = −x− y+ 1 for x, y ∈ R. It is easy to see that F : [0, 1]×R→ Pcp,cv(R) is
Carathéodory.

In order to see that (H2) holds, let v, w ∈ C([0, 1],R) be given by v(t) = t
5
2 and

w(t) = t
3
2 . Now L(v(0), v(1)) = 0 ≤ 0 and(

cD
1
2
1
4

v
)

(t) =
217

27
t2 ≤ 7t2

27(1 + v(t))
(31 + 31v(t)) ∈ F (t, v(t)).

Also, L(w(0), w(1)) = 0 ≥ 0 and(
cD

1
2
1
4

w
)

(t) =
7

9
t ≥ 7

9
t2 =

7t2

27(1 + w(t))
(3 + 3w(t)) ∈ F (t, w(t)).

Therefore, v and w are lower and upper solutions, respectively, for problem (7) with
v ≤ w. To see that condition (H3) is satisfied, note that L is continuous and

∂L(x, y)

∂x
=
∂L(x, y)

∂y
= −1 < 0.

Finally, for each u, ū ∈ R and t ∈ [0, 1], we have

Hd(F (t, u), F (t, ū)) ≤ 7

27
t2|u− ū| and d(0, F (t, 0)) = ‖F (t, 0)‖P ≤

7

27
t2,

so (H4) is satisfied with l(t) = 7
27 t

2.
Consequently, all conditions of Theorem 3.1 are satisfied, and so problem (7) has at

least one solution u defined on [0, 1] with t2
√
t ≤ u(t) ≤ t

√
t.

5 Concluding Remarks

In this paper the authors study the existence of solutions to a boundary value problem
for a fractional q-difference inclusion involving the Caputo fractional derivative. This
topic fits well in the scope of problems covered by the journal Nonlinear Dyamics and
Systems Theory.

This paper is the first attempt at using the method of upper and lower solutions to
study problems of this type. In order to illustrate the applicability of the results, an
example is given detailing how the various hypotheses are satisfied.

References

[1] S. Abbas and M. Benchohra. Upper and lower solutions method for Darboux problem
for fractional order implicit impulsive partial hyperbolic differential equations. Acta Univ.
Palacki. Olomuc. 51 (2012) 5–18.

[2] S. Abbas and M. Benchohra. The method of upper and lower solutions for partial hyperbolic
fractional order differential inclusions with impulses. Discuss. Math. Differ. Incl. Control
Optim. 30 (2010) 141–161.



12 S. ABBAS, M. BENCHOHRA AND J. R. GRAEF

[3] S. Abbas, M. Benchohra, S. Hamani and J. Henderson. Upper and lower solutions method
for Caputo–Hadamard fractional differential inclusions. Math. Moravica. 23 (2019) 107–
118.

[4] S. Abbas, M. Benchohra and A. Hammoudi. Upper, lower solutions method and extremal
solutions for impulsive discontinuous partial fractional differential inclusions. Panamer.
Math. J. 24 (2014) 31–52.

[5] S. Abbas, M. Benchohra and J. J. Trujillo. Upper and lower solutions method for partial
fractional differential inclusions with not instantaneous impulses. Prog. Frac. Diff. Appl. 1
(2015) 11–22.

[6] C. R. Adams. On the linear ordinary q-difference equation. Annals Math. 30 (1928) 195–
205.

[7] R. Agarwal. Certain fractional q-integrals and q-derivatives. Proc. Camb. Philos. Soc. 66
(1969) 365–370.

[8] B. Ahmad. Boundary value problem for nonlinear third order q-difference equations. Elec-
tron. J. Differential Equations 2011 (94) (2011) 1–7.

[9] B. Ahmad, S. K. Ntouyas and L. K. Purnaras. Existence results for nonlocal boundary
value problems of nonlinear fractional q-difference equations. Adv. Difference Equ. 2012,
2012:140.

[10] M. H. Annaby and Z. S. Mansour. q-fractional Calculus and Equations. Lecture Notes in
Mathematics, vol. 2056. Springer, Heidelberg, 2012.

[11] M. Benchohra and S. Hamani. The method of upper and lower solution and impulsive
fractional differential inclusions. Nonlinear Anal. Hybrid Syst. 3 (2009) 433–440.

[12] M. Benchohra and S. K. Ntouyas. The lower and upper method for first order differential
inclusions with nonlinear boundary condition. J. Inequ. Pure Appl. Math. 3 (2002), Article
14, 1–20.

[13] H. F. Bohnenblust and S. Karlin. On a theorem of Ville. Contribution on the theory of
games. In: Annals of Mathematics Studies, Vol. 24. Princeton University Press, Princeton,
1950, 155–160.

[14] R. D. Carmichael. The general theory of linear q-difference equations. American J. Math.
34 (1912) 147–168.

[15] M. El-Shahed and H. A. Hassan. Positive solutions of q-difference equation. Proc. Amer.
Math. Soc. 138 (2010) 1733–1738.

[16] T. Ernst. A Comprehensive Treatment of q-Calculus. Birkhäuser, Basel, 2012.
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Abstract: Selecting the best of a finite set of alternatives is a very important area
of research. In this paper, we discuss the stopping rules of the procedure of selecting
the optimum subset out of a very large alternative dynamic system. A combined
procedure with two stages is studied. The first stage employs the ordinal optimization
to select a subset that overlaps with the set of actual best k% designs with high
probability. After that, the optimal computing budget allocation is used in the second
stage to select the best m designs from the selected subset. The efficiency of selection
procedures with two different stopping rules is studied by implementing them on two
test problems to see the efficiency of the procedure in the context of the most effective
stopping rule. The first problem is a generic example and the second one is a buffer
allocation problem.

Keywords: large scale problems; simulation optimization; ordinal optimization;
stopping rules; optimal computing budget allocation.

1 Introduction

Statistical selection procedures are designed to answer the question “which treatment
can be considered the best?”, where the best refers to the design that has the maximum
or minimum expected performance measure. Different sampling assumptions, approxi-
mations, parameters and stopping rules were combined to define a procedure. Due to
the increasing demands that are being placed upon simulation optimization algorithms
together with having many differences between the statistical selection procedures, it is
getting important to find out which of these procedures is the most convenient one to
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use. However, evaluating selection procedures can be done in several ways, including the
theoretical, empirical, and practical perspectives.

Simulation is often used by managers to help make a decision by exploring different
options. Creating different physical models and conducting experiments on them in order
to choose the best model usually cost a lot. Simulation is a relatively cheap alternative
for collecting information, since it provides some estimates about the performance of
a system that does not exist physically. The experiments are conducted as statistical
experiments; the number of times the simulation runs is determined, the experiments are
performed, and the output data are analyzed. A stopping rule that decides when the
experiment ends -i. e., how many replicates of the simulation are made - must be chosen
by the manager. This paper studies how different stopping rules affect the simulation
output analysis.

Selection procedures used simulation to estimate the performance measure. Since the
simulation methods are used to indicate the performance measure for each alternative, an
incorrect selection is possible. Thus, some measures are needed to determine the selection
quality. Two measures of selection quality exist; the first one is the Probability of Correct
Selection (P (CS)) and the second measure is the Expected Opportunity Cost (E(OC)) of
a potentially incorrect selection, see He et al. [1]. Traditional selection procedures identify
the best system with high probability of correct selection, by maximizing the P (CS).
However, the E(OC) is applied in business, engineering and many other applications.
This led recently to a new selection procedure that reduces the cost of a potentially
incorrect selection.

The measures of selection quality can be used to decide when to stop the sampling
process. In particular, Brank et al. [2] proposed the following stopping rules:

1. Sequential (S): Repeat sampling while
∑n
i=1 Ti < T , for some specified total budget

T and Ti is the number of samples allocated to design i, where i = 1, 2, . . . , n.

2. Expected opportunity cost (EOC): Repeat sampling while E(OC) > ε, for a
specified expected opportunity cost target ε > 0.

3. Probability of good selection (P (GS)δ∗): Repeat sampling while P (GS)δ∗ < 1 −
ϕ∗, for a specified probability target 1 − ϕ∗ ∈ [1/n, 1) and given δ∗ ≥ 0. In
the Indifference Zone (IZ) procedure, see Bechhofer et al. [3], δ∗ is the difference
between the favorable design and the best design and is called the indifference zone.
It represents the smallest difference that one wants to achieve.

In many practical problems, selecting a set of m best solutions out of n solutions is
more convenient than selecting only one solution. This is done based on the simulation
output from each design. In case of having a small size of the feasible solution set, the
best design or a subset of the best designs can be selected using Ranking and Selection
procedures, see Bechhofer et al. [3], Law and Kelton [4], and Kim and Nelson [5], [6].
Ranking and Selection procedures for large alternatives require a very big computational
time. Thus, such procedures might not be feasible for large scale problems. For com-
prehensive reviews of the Ranking and Selection procedures, see Gibbons et al. [7] and
Gupta and Panchapakesan [8].

The Ordinal Optimization (OO) that was proposed by Ho et al. [9] relaxes the ob-
jective to finding good enough designs, rather than estimating the performance of the
designs accurately. In fact, the OO procedure seeks to isolate a subset of solutions with
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high goodness probability. After that, the optimal solution(s) can be located from the iso-
lated set by using any simulation optimization procedure. Previously, many procedures
have been proposed to select a good design (designs) to solve this selection problem, see
for example Alrefaei and Almomani [10], Almomani and Alrefaei [11], Almomani and
Abdul Rahman [12], Al-Salem et al. [13], Almomani et al. [14], Almomani et al. [15],
Alrefaei et al. [16].

Consider the problem of distributing an available budget computation in simulating
the different solutions. Instead of distributing this budget evenly on different alterna-
tives, the available budget can be distributed in a way that maximizes the probability
of correct selecting the good solutions.Therefore, the idea of the Optimal Computing
Budget Allocation OCBAm has been proposed by Chen et al. [17] for selecting the best
m designs.

Recently, a sequential selection procedure was considered by Almomani and Alrefaei
[18] for selecting a good subset of solutions from a large size problem. The procedure
combines the OCBAm and the OO procedures. In the first stage, an isolation of a subset
of good enough designs with high probability is made by the OO procedure. This reduces
the feasible solution set size and makes it appropriate to apply the OCBAm procedure.
In the second stage, a maximization problem, that seeks to maximize the probability of
selecting all best m designs correctly from the subset found in the first stage, is formulated
using the OCBAm. A constraint on the total number of available simulation replications
is considered for this maximization problem. The procedure starts by simulating each
alternative in the set and considers by initial simulation replications of size t0. After that,
a fixed increment of replications ∆ is added and distributed among all solutions in the
set. The process is repeated until all available computations are consumed.

In this paper, the effect of the stopping rules is studied; we study two stopping
rules and implement them in our proposed algorithm; these are the sequential S and
the expected opportunity cost EOC. However, the third stopping rule that uses the
probability of good selection P (GS)δ∗ is not applicable in the proposed algorithm. These
stopping rules are tested and compared by different examples using different measures
to study their effect on the final solution of the selection procedure. These rules give
the chance to stop the procedure earlier whenever the evidence for correct selection is
high enough, and allow for additional sampling when it is not, which gives a kind of
flexibility. Furthermore, we apply a numerical illustration for this approach to display
the advantages and the disadvantages for each stopping rule, and to determine the most
effective stopping rule that works better with this selection procedure.

The rest of this paper is organized as follows. In Section 2, we provide the back-
ground of the problem statement, OO procedure, and OCBAm procedure. In Section 3,
the sequential selection procedure is presented with two different stopping rules. The per-
formance of the selection approach under these stopping rules is illustrated with a series
of numerical examples in Section 4. Finally, Section 5 includes concluding remarks.

2 Background

2.1 Problem statement

Consider the following simulation optimization problem

min
θ∈Θ

Y (θ), (1)
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where Θ is an arbitrary, large and finite feasible solution. Let Y (θ) = E[L(θ,X)] be the
expected performance measure in a specific complex stochastic design, where θ represents
the system parameters as a vector, X represents the random effects on the system and
L is a deterministic function of θ and X.

Simulation is used to infer the set of the best m designs, which are the designs
with the m smallest means out of the n designs we have in the feasible solution set.
Let Yij (observation) represent the jth sample of Y (i) for the design i. We assume
that Yij are independent and identically distributed (i.i.d.) normally distributed with
unknown means Yi = E(Yij) and variances σ2

i = V ar(Yij), i.e. Yi1, Yi2, . . . , YiTi are
i.i.d. N(Yi, σ

2
i ). There is no a problem with the normality assumption here since it

holds for sure. This can be shown using the Central Limit Theorem, regarding that
simulation outputs are acquired through an average performance or from batch means.
In practice, we estimate the variance σ2

i using the sample variance s2
i for Yij because

it is unknown. Our aim is to select a set, Sm, containing the best m designs. The
word “best”, in a minimization problem, refers to the one with the smallest sample
mean. Define Y [r] to be the r-th smallest (statistic order) of {Y 1, Y 2, . . . , Y n}, i.e.,

Y [1] ≤ Y [2] ≤ . . . ≤ Y [n], where Y i = 1
Ti

∑Ti
i=1 Yij is the sample mean for the design i.

After that, let Sm = {[1], [2], . . . , [m]}, which gives the correct selection that contains all
of the m designs with smallest means, i.e., CSm = {maxi∈Sm Y i ≤ mini/∈Sm Y i}.

2.2 Ordinal optimization

For large scale selection problems, the Ordinal Optimization (OO) procedure was pro-
posed by Ho et al. [9]. Due to the high cost of accurate estimating the design performance
values in the optimization process, it would be more practical to select a subset of the
feasible set containing some of the best designs with high probability. This means that
ordinal optimization is first used to isolate a subset of good enough designs, then cardinal
optimization is applied on this isolated set. The main objective is to reduce the required
simulation time for the discrete event simulation. A review of the OO procedure can be
found in Ho et al. [19], Horng and Lin [20] and Ma et al. [21].

2.3 The selection procedure

Minimizing the total computational time for different designs in the simulation process
is important to make the OO procedure more effective. Therefore, it is necessary to
allocate the simulation samples cleverly, where a greater number of samples is applied to
the designs that are more effective in identifying the best design. In this case, noncritical
designs with smaller effect on discovering the best designs are not given much simulation
samples. Chen et al. [22] have proposed the Optimal Computing Budget Allocation
(OCBA) procedure which focuses on selecting the best design. On the other hand,
an efficient allocation procedure, (OCBAm), was also proposed by Chen et al. [17] for
selecting the top m designs.

The problem is formulated by Chen et al. [17] so as to maximize the probability of
selecting the best m designs P (CSm) correctly, subject to a constraint on the available
number of samples. In mathematical notation, the problem can be written as
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max
T1,...,Tn

P (CSm)

s.t.

n∑
i=1

Ti = T,
(2)

where T is the number of available simulation samples, and for the design i we set Ti
simulation samples. n is the total number of designs, m is the size of the optimal subset,
Sm, that contains the best designs. The goal is to allocate the simulation samples we
have in a way that maximizes the probability of the correct selection, P (CSm), given
the total number of samples as

∑n
i=1 Ti. By this formulation, the computational cost

of each sample is implicitly assumed to be constant across designs. Chen and Lee [23]
suggested approximating P (CSm) by a lower bound of it, APCSm, which determines an
asymptotic approximation for the samples Ti, i = 1, . . . , n that maximize APCSm. The
following theorem of Chen and Lee [23] gives the estimates of these T ′is.

Theorem 2.1 Given a total number of simulation samples T to be distributed to
n competing designs whose performance is represented by random variables with means
Y1, Y2, . . . , Yn, and finite variances σ2

1 , σ
2
2 , . . . , σ

2
n, respectively. The Approximate Prob-

ability of Correct Selection for m best (APCSm) as T −→ ∞ can be asymptotically

maximized when Ti
Tj

=
(
σi/δi
σj/δj

)2

; for any i, j ∈ {1, 2, . . . , n} and i 6= j, where δi = Ȳi − c,
for some constant c.

3 The Selection Procedure with Stopping Rules

We consider the sequential selection procedure that consists of two stages, see Almomani
and Alrefaei [18]. In the first stage, out of the search space, a subset G is selected
randomly using the OO procedure, such that G overlaps the set containing the actual
best k% designs with high probability. After that, in the second stage, the best m designs
are identified from the subset G using the OCBAm procedure.

In this section, we present the sequential selection procedure for selecting the optimal
subset, then we discuss the different stopping rules used to stop the procedure. These
are the sequential, the expected opportunity cost and the probability of good selection.

3.1 A selection procedure for selecting the best m designs

The run length of a simulation experiment is often determined using sequential stopping
rules. These rules can be used within confidence interval procedures for simulation output
analysis. In the sequential stopping rule if the total number of samples is exceeded (i.e.,
if
∑g
i=1 T

l
i ≥ T ), then the algorithm stops. In fact, most traditional selection procedures

use this stopping rule. Since the target is selecting the best design with minimum elapsed
time, we can control this by increasing or decreasing the total budget T .

We first present the sequential algorithm proceedure and then we discuss the stopping
rules used to stop the algorithm.

Setup: Determine the precision level p0 and let |G| = g, where G is defined as
the required subset from Θ, that satisfies P (G contains at least m of the best
k% designs) ≥ p0. Determine the number of initial simulation samples t0 ≥ 5.
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Determine the total computing budget T , and the value of m (best top m). Let
l = 0 and let T l1 = T l2 = . . . = T lg = t0, where l is the iteration number.

Select a subset G of g alternatives randomly from Θ. Take random samples of t0
observations Yij (1 ≤ j ≤ t0) for each design i in G, where i = 1, 2, . . . , g.

Initialization: For each i ∈ G, find an estimate of the sample mean and the sample

variance as Ȳi = 1
T li

∑T li
j=1 Yij and s2

i = 1
T li−1

∑T li
j=1(Yij − Ȳi)2.

Order the sample means Ȳ[1] ≥ Ȳ[2] ≥ . . . ≥ Ȳ[g]. Then select the set of top m
designs, Sm.

Stopping Rule: Test the stopping rule, if it is satisfied, then stop, return Sm as the
required subset. Otherwise, select randomly a subset Sz of g−m alternatives from
Θ−Sm. Take random samples of t0 observations Yij (1 ≤ j ≤ t0) for each design i
in Sz. Compute Ȳi and si as in the Initialization step above. Let G = Sm

⋃
Sz.

Simulation Budget Allocation: Increase the computing budget by ∆ and compute

the new budget allocation, T l+1
1 , T l+1

2 , . . . , T l+1
g using

T l+1
1(
s1
δ1

)2 =
T l+1
2(
s2
δ2

)2 = · · · =

T l+1
g(
sg
δg

)2 , where δi = Ȳi − c and c =
σ̂im+1

Ȳim+σ̂im Ȳim+1

σ̂im+σ̂im+1
with σ̂i = si/

√
T li , for all

i = 1, 2, . . . , g, see Chen and Lee [23].

Perform additional max{0, T l+1
i −T li } simulations samples for each designs i, where

i = 1, 2, . . . , g, let l←− l + 1. Go to Initialization.

We consider two Stopping Rules for the proposed algorithm.

3.2 The sequential cost stopping rule

In this rule, a total number of samples T is predetermined. If the number of samples
used in the algorithm reaches T , stop the algorithm, otherwise, continue. Therefore, the
stopping rule becomes:

Stopping Rule: If
∑g
i=1 T

l
i ≤ T , for a specified total number of samples T, then stop.

Otherwise, proceed.

3.3 The expected opportunity cost stopping rule

This rule uses the expected opportunity cost EOC to stop the algorithm. In fact, the
EOC stopping rule is recommended when the goal is to select the best design with
the minimum E(OC), especially, in business applications. Therefore, the stopping rule
becomes:

Stopping Rule: If E(OC) ≤ ε, for a specified expected opportunity cost significant
ε > 0, then stop. Otherwise, proceed.

As we stated before, there is another stopping rule that was used in the literature but
it is not applicable in our algorithm. This stopping rule is called the probability of good
selection stopping rule. A selected design within δ∗ from the best design is called the
“good” design. However, since the objective in this paper is to select good enough designs
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from the actual best designs, but we are not concerned with the difference between the
selected design and the actual best design(s), this stopping rule is not applicable. For
more details about these three stopping rules, please, refer to Brank et al. [2] who provide
an illustration about the difference between these three stopping rules through KN++
procedure, see also Goldsman et al. [24].

4 Numerical Examples

In this section, we present two numerical examples: a generic monotone increasing mean
example and a queuing model example. In both examples, the algorithm is applied under
different experiment settings and different stopping rules.

4.1 Example 1

Consider n different designs, each one is normally distributed N(µi, σ
2) with mean µi

and variance σ2 for i = 1, 2, . . . , n. Such problem is called the Monotone Increasing Mean
(MIM), which aims to find the best m designs with the minimum mean. If we let Θ be
the feasible solution set, then Θ = {θ1, θ2, . . . , θn} and f(θi) represents the index of θi in
the feasible region, the optimization problem is

min
i=1,...,n

f(θi). (3)

The proposed algorithm is applied on this example where n = 1, 000, using the
proposed selection procedure by implementing the first two stopping rules. It is assumed

that for each i ∈ Θ, µi = 10 + (i−1)
10 and variance σ2

i = 1. Let θ[1], θ[2], . . . , θ[n] be the
order of alternatives and we seek to select a subset of m = 5 solutions from the best 10%
designs that have minimum means. If the selected design is in {θ[1], θ[2], . . . , θ[100]}, then
it is considered as a correct selection. The selection algorithm is applied using g = 100
solutions in G in order to study the effect of the simulation parameters, such as t0 and ∆,
on the performance of the algorithm. Furthermore, to achieve the normality assumption
we use multiple replications method, where the number of multiple replications for each
alternative equals M .

In the first experiment, we implement the proposed algorithm using the first stopping
rule- the sequential S stopping rule. Here n = 1, 000, g = 100, k% = 10%, ∆ = 40,
t0 = 10 and the total budget T = 10, 000 (these settings are chosen arbitrary). In
the second experiment, we implement the algorithm using the second stopping rule-
the expected opportunity cost stopping rule with the same parameters setting as in
the first experiment. The total budget condition is removed and replaced with the
expected opportunity cost condition such that E(OC) ≤ 0.05 (i.e., the significance level
ε = 0.05). Table 1 contains the average performance of the algorithm over 100 replications
for selecting 5 of the best 10% designs, for the first and the second experiment. In
Table 1, T represents the average total sample size used in the algorithm

∑g
i=1 Ti over

the 100 replications. P represents the average probability of correctly selecting the
best m designs; P (CSm) over the 100 replications, E represents the average expected
opportunity cost for selecting the best m designs, E(OCm) over the 100 replications.

From Table 1, we note that the performance of the algorithm under the two stopping
rules, the sequential S and the expected opportunity cost EOC, are almost the same
with a preference of EOC on S when the measure is the expected opportunity cost used.
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Table 1: The performance of the proposed procedure under different stopping rules for n =
1000, g = 100,∆ = 40, t0 = 10, k% = 10% over 100 replications.

Sequential Stopping Rule EOC Stopping Rule

T 6913 6995
P 93% 93%
E 0.010549 0.000523

To see the effect of the two stopping rules over different values of simulation budget
on the probability of correct selection P (CSm), the results are depicted in Figure 1. It is
clear from Figure 1 that the proposed algorithm with these two stopping rules produces
a high P (CSm) quickly. Moreover, the performance of the two stopping rules is almost
the same.

Figure 1: Comparison of the P (CSm) of S and EOC stopping rules over T budget for (MIM).

To study the effect of the two stopping rules on the proposed algorithm from the
prospective of E(OCm), the results are depicted in Figure 2. Figure 2 shows the E(OCm)
for the proposed algorithm using these two stopping rules over different values of simula-
tion budget. From Figure 2, it is clear that the second stopping rule that uses the EOC
gives better performance over the sequential procedure and that E(OCm) becomes close
to 0 using this stopping rule under reasonable number of samples.

To enhance the performance of the algorithm, we increase the number of samples
used in the multiple replication simulation method in order to get better estimates of
the sample mean. Figure 3 shows the performance of the algorithm on the E(OCm)
performance measure using the two stopping rules. Here M represents the samples used
for each alternative. Obviously, it shows that the increase in the number of multiple
replications M decreases the E(OCm) in both of the stopping rules. Moreover, the
algorithm gives better performance when the EOC stopping rule is used. This is because
when we increase the value of M we get better estimate value of the mean, therefore,
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Figure 2: Comparison of the E(OCm) of S and EOC stopping rules over T budget for (MIM).

the difference between the estimated mean and the actual mean will be very small. In
particular, when M is increased, then the E(OCm) approaches zero.

Figure 3: Comparison of the E(OCm) of S and EOC stopping rules over M replications for
(MIM).

4.2 The buffer allocation problem (BAP)

We consider the Buffer Allocation Problem (BAP ). The BAP consists of q+ 1 machines
and q intermediate buffers in between. The question is how to distribute the available Q
buffer slots over the q buffers in a way that meets a specific purpose.
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Each station is modeled as a single server queuing model with q + 1 machines
M0,M1, . . . ,Mq and q intermediate buffers B1, B2, . . . , Bq in a production line as shown
in Figure 4. Suppose that there are limits neither on the jobs in front of machine M0,
nor on the space for completed jobs after machine Mq. The service time at each machine
is assumed to be independent and exponentially distributed random variable with rate
µi, i = 1, 2, . . . , q. After the service is finished in machine Mi, the job tries to enter the
queue of machine M(i+1). This cannot be done if the queue is full, and this prevents
machine Mi from receiving new jobs to serve until the current job leaves it. Our goal
is to maximize the production rate (throughput) by allocating the available spaces opti-
mally on the intermediate buffers. Let Θ be the solution set, then Θ contains

(
Q+q−1
Q

)
different solutions, see Almomani et al. [25], Papadopoulos et al. [26], Yuzukirmizia and
Smith [27] and Alrefaei and Andradóttir [28].

Figure 4: A production line with q+ 1 machines, q buffers, no limits either on the jobs in front
of the machine M0, or on the space for completed jobs after the machine Mq

The proposed algorithm is applied here on the specific type of BAP , with two stop-
ping rules under some assumptions. In fact, there are different classifications for BAP
problems. The first one is according to the length of the production line, which was
presented by Papadopoulos et al. [26]. A production line is considered as “short” if the
number of the machines is up to 6 with no more than 20 buffer spaces. Otherwise, the
line is “large”. Another point of view defines the BAP according to whether it has a
balanced line, with equal mean service time at each machine, or an unbalanced one.
Moreover, production lines can be seen as reliable (no machine fails) or unreliable. For
more information about these classifications, see Almomani et al. [25].

Suppose that there are Q = 15 slots to be allocated over q = 5 buffers. Thus, we have
6 workstation and Θ contains 3,876 different designs (n = 3, 876). In addition, assume
that µ0 = µ1 = µ2 = µ3 = 5 and µ4 = µ5 = 10, which means that we assumed an
unbalanced production line in this example. Furthermore, let the size of the set G be
g = 80, the number of initial simulation samples t0 = 20, the total computing budget
T = 100, 000, and the increment in simulation samples ∆ = 50. Suppose that our
objective is to select the two design from the best 5% designs of Θ. This means that the
correct selection here is to select the 2 designs that belong to the set {θ[1], θ[2], . . . , θ[193]},
where θ[i], i = 1, 2, . . . , 193 represents the set of the actual top 5% designs with the
maximum throughput in the set Θ.

We apply the proposed algorithm using the two stopping rules, the sequential S
and the expected opportunity cost EOC rules. The experiment is repeated for 100
replications and the results are summarized in Table 2. In Table 2, T represents the
average total sample size used in the algorithm

∑g
i=1 Ti over the 100 replications. P

represents the average probability of correct selecting the best m designs; P (CSm) over
the 100 replications, E represents the average expected opportunity cost for selecting
the best m designs, E(OCm) over the 100 replications. Clearly, the proposed algorithm
selected the best buffer profile with high P (CSm) and small E(OCm). At the same time,
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there is a relatively small number of simulation samples needed.

Table 2: The performance of the proposed procedure under different stopping rules for n =
3876, g = 80,∆ = 50, t0 = 20, k% = 5% over 100 replications.

The S Stopping Rule The EOC Stopping Rule

T 241334 245921
P 85% 89%
E 0.002032 0.0000876

Figure 5 shows the average P (CSm) for selecting the 2 designs of the best 5% designs,
with the two stopping rules, the sequential S and the expected opportunity cost EOC
over different values of simulation budget. It is clear that the proposed algorithm selects
the best designs with hight P (CSm) for the two stopping rules S and EOC and the two
stopping rules give almost the same results.

Figure 5: Comparison of the P (CSm) of S and EOC stopping rules over T budget for (BAP ).

Figure 6 gives the E(OCm) performance measure for the proposed algorithm with
two stopping rules, S and EOC, over different values of simulation budget. Clearly,
the algorithm produces a very small E(OCm) under the two stopping rules with a little
preferance of the EOC stopping rule over the sequential stopping rule. Also, with high
value of total budget, the algorithm gives a very small value of E(OCm) which is close
to 0, especially when the expected opportunity cost EOC stopping rule is used.

To enhance the performance of the algorithm, we increase the number of samples
used in the multiple replication simulation method in order to get better estimates of the
sample mean. Figure 7 gives the value of the E(OCm) against the number of samples M
in the multiple replications method, for the two stopping rules S and EOC. Obviously, it
shows that the increase in M gives a smaller value of E(OCm). It is clear again that the
second stopping rule that uses EOC gives a slight better performance over the sequential
stopping rule.
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Figure 6: Comparison of the E(OCm) of S and EOC stopping rules over T budget for (BAP ).

Figure 7: Comparison of the E(OCm) of S and EOC stopping rules over M replications for
(BAP ).

From MIM and BAP examples, it is clear that if objective is to select the best
designs with high P (CSm) and minimum elapsed time, then the algorithm with the two
stopping rules gives almost the same results. On the other hand, if the objective is to
select the best design with minimum E(OCm), then the algorithm behaves better when
the expected opportunity cost EOC is used as a stopping rule. Moreover, increasing the
samples in the multiple replications M increases the performance of the algorithm under
the second stopping rule. However, it is clear that when the value of the significant level
ε is decreased, then the E(OCm) will decrease, but we get the optimal value for the
E(OCm) which is 0 when the ε = 0. In this case the mean of the selected design will be
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equal to the mean of the actual best design. Nevertheless, we cannot take too small value
of ε since this will require that the number of multiple replications M to be increased,
and, of course, this leads to a huge computational time.

5 Conclusion

In this paper, we have discussed the effect of two stopping rules on the performance of a
sequential selection procedure that is used to select a set of good enough simulated designs
when the number of alternatives is very large. These two rules include the sequential S
stopping rule and the expected opportunity cost EOC stopping rule. We have applied
these rules on two different examples.

The results obtained from the numerical applications of the procedure using the two
stopping rules indicate that to improve the efficiency of the approach using the EOC
stopping rule, we need to increase the number of multiple replications M . We conclude
that if the objective of the experiment is to select the best designs with high P (CSm),
then both stopping rules give almost the same performance. However, if the objective
is to select the best designs with minimum E(OCm), then the second stopping rule that
uses EOC gives better performance.
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α
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α

β
<
−l
q − 1
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− α
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1 Introduction

This paper is devoted to the study of the elliptic equation

∆p u+ αu+ βx · ∇u+ |x|l uq = 0 in RN , (1)

where ∆p u = div
(
|∇u|p−2∇u

)
, p > 2, ∇u =

(
∂u

∂x1
, · · · , ∂u

∂xN

)
, N ≥ 1, q > 1, α < 0,

β < 0 and l is a real number such that −p < l < 0 and −N < l < 0.
Equations of the above form occur in the study of self-similar solutions of the nonlinear

parabolic problem

ut = ∆p u+ |x|l |u|q−1 u in RN × (0,+∞). (2)

A lot of work has been done concerning equation (1) when l = 0; discussions and
bibliographies are found in [3], [4], [10], [11], [13], [15], [16] and [18]. When p = 2 and
−2 < l < 0, equation (1) was studied in [8]. Note also that when p > 2 and l < 0, the
equation was investigated for α > 0 and β > 0 in [9] and was initiated in [7] by the
authors for α < 0 and β < 0.

In our paper [7], we studied radial solutions near 0 of the equation(
|u′|p−2u′

)′
+
N − 1

r
|u′|p−2u′ + αu+ βru′ + rl|u|q−1u = 0, r > 0.

Among the results obtained, we showed that for any radial solution u with u(0) > 0,
lim
r→0

r(N−1)/(p−1)u′(r) exists and is finite. Moreover, for any a > 0 and b ∈ R, there exists

a unique function u ∈ C0([0,+∞[)∩C1(]0,+∞[) such that |u′|p−2u′ ∈ C1(]0,+∞[), and
satisfying the problem

(P)


(
|u′|p−2u′

)′
+
N − 1

r
|u′|p−2u′ + αu+ βru′ + rl|u|q−1u = 0, r > 0,

u(0) = a, lim
r→0

r(N−1)/(p−1)u′(r) = b,

where p > 2, q > 1, N ≥ 1, −p < l < 0, −N < l < 0, α < 0 and β < 0.
It is also proved that if a is small and b = 0, u is strictly positive.

Our aim in this paper, is to continue our study on the problem (P). For this we must
start with the analysis of solutions of the equation(

|u′|p−2u′
)′

+
N − 1

r
|u′|p−2u′ + αu+ βru′ + rluq = 0, r > 0. (3)

First of all, it should be noted that when 0 <
α

β
=

l + p

q + 1− p
<
N − p
p− 1

, we have an

explicit solution Lr−α/β , where

L =

(
N − p− α

β
(p− 1)

)1/(q+1−p)(
α

β

)(p−1)/(q+1−p)

.

This solution is bounded near infinity but singular at the origin. However, using the
theory of ODE, the equation (3), for bounded solutions whether they are singular or not,
can be considered in +∞ as a perturbation of the equation(

|u′|p−2u′
)′

+
N − 1

r
|u′|p−2u′ + αu+ βru′ = 0,
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whose solutions behave like the function r−α/β near infinity.
On the other hand, the term rluq plays a key role in (3) for unbounded solutions and

therefore, the perturbation theory can not be applicable. Hence the interest of focusing
our study on unbounded solutions.

For this purpose, let us represent equation (3) in an equivalent but useful form.
For any real c, we set

υc(t) = rcu(r) where r > 0 and t = ln r. (4)

Then υc satisfies

ω′c(t) +Ac ωc(t) + αeKctυc(t) + βeKcthc(t) + eMctυqc (t) = 0, (5)

where
ωc(t) = |hc|p−2hc(t), hc(t) = υ′c(t)− cυc(t), (6)

Ac = N − p− c(p− 1), Kc = c(p− 2) + p and Mc = l + p− c(q + 1− p). (7)

Five critical values of the parameter c will be involved:
α

β
,

l

q − 1
and those which

cancel Ac, Kc or Mc, that is, c =
−p
p− 2

, c =
N − p
p− 1

or c =
l + p

q + 1− p
.

The study of monotonicity of rcu(r) for these last five values, combined with the
behavior of bounded solutions, allows us to show the existence of unbounded solutions
of problem (P).

A fine analysis of the equation in logarithmic form, using some energy function,
gives the asymptotic behavior of solutions. Our main results are given by the following
theorems.

Theorem 1.1 Assume that q ≤ p − 1 or q > p − 1 and
α

β
6= l + p

q + 1− p
or

α

β
=

l + p

q + 1− p
≥ N − p

p
. Then any positive solution of problem (P) is unbounded.

Theorem 1.2 Assume q ≥ p
(

2 + 2p−1
)
− 1 and

l

q − 1
< min

(
−α
β
,
N − p
p− 1

)
. Let u

be an unbounded positive solution of problem (P). Then

lim
r→+∞

rl/(q−1)u(r) = Γ

and

lim
r→+∞

rl/(q−1)+1u′(r) =
−l
q − 1

Γ,

where

Γ =

(
βl

q − 1
− α

)1/(q−1)

.

The rest of the paper is organized as follows. In the second section, we present
fundamental properties of solutions of equation (3). The third section concerns the
existence and the asymptotic behavior near infinity of unbounded positive solutions of
problem (P).



30 A. BOUZELMATE AND A. GMIRA

2 Fundamental Properties

In this section, we give some fundamental properties that are the key stone of the main
results. For this purpose, we introduce, for any real c 6= 0, the function

Ec(r) = cu(r) + ru′(r), r > 0. (8)

It is clear that
(rcu(r))′ = rc−1Ec(r), r > 0. (9)

With the logarithmic change (4), we have

υ′c(t) = rcEc(r) and hc(t) = rc+1u′(r). (10)

The monotonicity of the function rcu(r) can be obtained by the sign of the function
Ec(r) . Observe that for any r > 0 such that u′(r) 6= 0, we have

(p− 1) |u′|p−2 (r)E′c(r) =
(
p−N + c(p− 1)

)
|u′|p−2 u′(r)− βr2u′(r)−

αru(r)− rl+1uq(r)

=
(
p−N + c(p− 1)

)
|u′|p−2 u′(r) + |β|r Eα/β(r)−

rl+1uq(r). (11)

Consequently, if Ec(r0) = 0 for some r0 > 0, equation (3) gives

(p− 1) |u′|p−2 (r0)E′c(r0) = −r0u(r0)

[
α− cβ + rl0u

q−1(r0) +(
p−N + c(p− 1)

)
|c|p−2c r−p0 up−2(r0)

]
= −rl+1

0 uq(r0)

[
1 + (α− cβ)r−l0 u1−q(r0) +(

p−N + c(p− 1)
)
|c|p−2c r−l−p0 up−1−q(r0)

]
, (12)

from which we can study the sign of Ec(r) and we use the following remarks.

Remark 2.1 If there exists r0 such that Ec(r0) = 0 and E′c(r0) 6= 0, then Ec(r) 6= 0
for any r > r0.

Remark 2.2 If u is a bounded solution of equation (3), then, by expression (12) and
Remark 2.1, we have, for any c > 0 such that cβ − α 6= 0, Ec(r) 6= 0 for large r.

We first give the sign of El/(q−1) and E−p/(p−2).

Proposition 2.1 Let u be a solution of equation (3).We put

Γ =

(
βl

q − 1
− α

)1/(q−1)

. (13)

The following holds:

(i) If
N − p
p− 1

>
l

q − 1
and u(r) > Γr−l/(q−1) for large r, then El/(q−1)(r) 6= 0 for large
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r.
(ii) If q ≥ p− 1, lim

r→+∞
u(r) = +∞ and lim

r→+∞
rl/(q−1)u(r) = 0, then El/(q−1)(r) < 0 for

large r.
(iii) If q ≥ p− 1 and lim

r→+∞
rl/(q−1)u(r) = +∞, then E−p/(p−2)(r) < 0 for large r.

The proof requires the following result.

Lemma 2.1 Let u be a solution of equation (3) such that for large r,

u(r) > Γr−l/(q−1),

where Γ is given by (13). Then u′(r) > 0 for large r.

Proof. Suppose that there exists a large r0 such that u′(r0) = 0, then(
|u′|p−2u′

)′
(r0) = −

[
α+ rl0u

q−1(r0)
]
u(r0) < − βl

q − 1
u(r0) < 0.

Hence, u′(r) 6= 0 for any r > r0. Moreover, since lim
r→+∞

u(r) = +∞, we have u′(r) > 0

for large r. 2

Now, we turn to the proof of Proposition 2.1.
Proof. (of Proposition 2.1). The cases (i) and (ii) follow easily from Remark 2.1 and
relation (9). Assume now that we are in the case (iii), then again Remark 2.1 gives
E−p/p−2(r) 6= 0 for large r. Suppose by contradiction that E−p/(p−2)(r) > 0 for large r.

Hence, by (9), lim
r→+∞

r−p/(p−2)u(r) ∈]0,+∞]. Set

ϕ(r) = rN−1|u′|p−2u′(r) + βrNu(r), r > 0, (14)

then, by equation (3), we get

ϕ′(r) = rN−1u(r)
[
Nβ − α− rluq−1(r)

]
, for any r > 0, (15)

so lim
r→+∞

ϕ′(r) = −∞, in particular, ϕ(r) < 0 for large r, that is,

rN−1|u′|p−2u′(r) < |β|rNu(r) (16)

for large r. Note that by Lemma 2.1, we have u′(r) > 0 for large r and then a simple
integration of this last inequality on (r0, r) gives lim

r→+∞
r−p/(p−2)u(r) = d1 > 0.

Now we are going to the logarithmic change. First, from (5) we obtain

ω′−p/(p−2)(t) = −A−p/(p−2) ω−p/(p−2)(t)− αυ−p/(p−2)(t)−
βh−p/(p−2)(t)− eM−p/(p−2)tυq−p/(p−2)(t).

(17)

Note that, as E−p/(p−2)(r) > 0 for large r, then by (10) υ′−p/(p−2)(t) > 0 for large t. Then,

since lim
r→+∞

r−p/(p−2)u(r) = d1 > 0, necessarily lim
t→+∞

υ′−p/(p−2)(t) = 0, which implies

that lim
t→+∞

h−p/(p−2)(t) =
p

p− 2
d1 and therefore lim

t→+∞
ω−p/(p−2)(t) =

( p

p− 2
d1

)p−1
. As

M−p/(p−2) > 0, it follows by letting t → +∞ in (17) that lim
t→+∞

ω′−p/(p−2)(t) = −∞.

This is impossible as lim
t→+∞

ω−p/(p−2)(t) is finite.

Consequently, E−p/(p−2)(r) < 0 for large r. The proof is complete. 2
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Proposition 2.2 Let u be a solution of equation (3). Then, for any c ≥

max

(
N − p
p− 1

,
α

β

)
, Ec(r) > 0 for large r.

We need the following lemma.

Lemma 2.2 Assume that u is a bounded solution of equation (3). Then u′(r) < 0
for large r.

Proof. First, we claim that u′(r) cannot vanish for large enough r. Assume by
contradiction that there exists a large extremum r0 of u. Then, according to equation

(3), we get
(
|u′|p−2u′

)′
(r0) = −

[
α + rl0u

q−1(r0)
]
u(r0) > 0, then u′(r) > 0 for any

r > r0, from which it turns out that u′(r) 6= 0 for large r. If u′(r) > 0 for large r, it
follows by the boundedness of u that lim

r→+∞
u(r) = L > 0 and from (8), EN (r) > 0 for

large r. On the other hand, by (11), we have that for large r

(p− 1) |u′|p−2 (r)E′N (r) = (p+N(p− 2)) |u′|p−1 + |β|r2u′(r)

+
[
|α| − rluq−1

]
ru(r)

>
[
|α| − rluq−1

]
ru(r) > 0. (18)

So, lim
r→+∞

EN (r) ∈]0,+∞].

Note that if lim
r→+∞

EN (r) = +∞, then by (8), lim
r→+∞

ru′(r) = +∞, which contradicts

the boundedness of u. On the other hand, if lim
r→+∞

EN (r) is finite and strictly posi-

tive, necessarily lim
r→+∞

ru′(r) = 0 and by letting r to +∞ in equation (3), we obtain

lim
r→+∞

(|u′|p−2u′)′(r) = −αL > 0, which implies that lim
r→+∞

u′(r) = +∞ and we have

again a contradiction. Consequently, u′(r) < 0 for large r. 2

Now we prove Proposition 2.2.
Proof. (of Proposition 2.2). We distinguish two cases.
Case 1: u is bounded.

Assume
α

β
≥ N − p

p− 1
. We have easily from Remark 2.1, Eα/β(r) 6= 0 for large r. Sup-

pose that Eα/β(r) < 0 for large r, it turns out by (9) that the function rα/βu(r) is

decreasing for large r, hence lim
r→+∞

rα/βu(r) exists and is finite. But
α

β
> 0, then

necessarily lim
r→+∞

u(r) = 0. On the other hand, using the equation (11), Lemma 2.2,

the fact that Eα/β(r) < 0 and
α

β
≥ N − p

p− 1
, we get E′α/β(r) < 0 for large r, hence

lim
r→+∞

Eα/β(r) ∈ [−∞, 0[. Combining this with lim
r→+∞

u(r) = 0, we obtain from (8),

lim
r→+∞

ru′(r) ∈ [−∞, 0[. But this contradicts the fact that u is positive. Consequently,

Eα/β(r) > 0 for large r and Ec(r) > 0 for c ≥ α

β
.

Assume now
α

β
<
N − p
p− 1

. Then, from Remark 2.2, E(N−p)/(p−1)(r) 6= 0 for large r.

Suppose on the contrary that E(N−p)/(p−1)(r) < 0 for large r. Since
α

β
<
N − p
p− 1

, we
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have Eα/β(r) < 0 for large r. On the other hand, by (11), we have E′(N−p)/(p−1)(r) < 0

and thereby lim
r→+∞

E(N−p)/(p−1)(r) ∈ [−∞, 0[. Using similar arguments as before, we get

a contradiction. In fact, as the function r(N−p)/(p−1)u(r) is decreasing, then it admits a
finite limit, this implies that lim

r→+∞
u(r) = 0. So, by (8), lim

r→+∞
ru′(r) ∈ [−∞, 0[, which is

impossible. Consequently, E(N−p)/(p−1)(r) > 0 for large r and Ec(r) > 0 for c ≥ N − p
p− 1

.

Case 2: u is unbounded.

It is easy to see by Remark 2.1 that for c ≥ max

(
N − p
p− 1

,
α

β

)
, Ec(r) 6= 0 for large r, that

is, by (9), rcu(r) is strictly monotone. Since u is unbounded, necessarily lim
r→+∞

rcu(r) =

+∞. Consequently, by (9), Ec(r) > 0 for large r. 2

3 Unbounded Solutions

In this section we study the unbounded positive solutions of problem (P) and we give
their asymptotic behavior near infinity.

Theorem 3.1 Assume that q ≤ p − 1 or q > p − 1 and
α

β
6= l + p

q + 1− p
or

α

β
=

l + p

q + 1− p
≥ N − p

p
. Then any positive solution of problem (P) is unbounded.

Before giving the proof, we need the behavior of bounded solutions near infinity. For
this purpose we start with the following result.

Proposition 3.1 Assume that u is a bounded solution of equation (3). Then

lim
r→+∞

u(r) = lim
r→+∞

ru′(r) = 0. (19)

Proof. Recall Lemma 2.2 and Proposition 2.2, we deduce that lim
r→+∞

u(r) = L exists

and for any c ≥ max

(
N − p
p− 1

,
α

β

)
,

− cu(r) < r u′(r) < 0 for large r. (20)

Thus ru′(r) is bounded for large r. Assume by contradiction that L > 0.

First, suppose that ru′(r) is monotone for large r, then necessarily lim
r→+∞

ru′(r) = 0

and we get from equation (3)

lim
r→+∞

(
|u′|p−2u′

)′
(r) = −αL > 0.

This is a contradiction with u′(r) < 0 for large r.

Next, suppose that ru′(r) is oscillating for large r. Since u is positive and strictly
decreasing, one has lim sup

r→+∞
ru′(r) = 0. Otherwise, there exists a constant C > 0 such

that ru′(r) < −C for large r. This contradicts u(r) > 0. Consequently, there exists a
sequence {ξi} going to +∞ as i→ +∞ such that the function ru′(r) has a local maximum
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in ξi satisfying lim
i→+∞

ξiu
′(ξi) = lim sup

r→+∞
ru′(r) = 0 and u′(ξi) + ξiu

′′(ξi) = 0 (u′′ exists

because u′ < 0). Therefore

lim
i→+∞

u′(ξi) = lim
i→+∞

u′′(ξi) = 0. (21)

On the other hand, take r = ξi in equation (3), we obtain

lim
i→+∞

(
|u′|p−2u′

)′
(ξi) = −αL > 0,

that is,

lim
i→+∞

|u′|p−2u′′(ξi) = − αL

p− 1
> 0.

This contradicts (21).
It follows from both cases that lim

r→+∞
u(r) = 0. Hence, by inequality (20), we have

lim
r→+∞

ru′(r) = 0 and the proof is complete. 2

Proposition 3.2 Assume that u is a bounded solution of equation (3). Then

(i) If 0 < c <
α

β
< N, lim

r→+∞
rcu(r) = 0.

(ii) If
α

β
< c < N, lim

r→+∞
rcu(r) = +∞.

Proof. According to Remark 2.2 and expression (9), rcu(r) is monotone for large r

for any c 6= α

β
. Hence lim

r→+∞
rcu(r) ∈ [0,+∞].

(i) Assume by contradiction that lim
r→+∞

rcu(r) ∈]0,+∞]. Then, for 0 < c <
α

β
< N ,

lim
r→+∞

rNu(r) = +∞ and by Remark 2.2, EN (r) > 0 for large r. Hence, using the fact

that u is bounded, u′(r) < 0 for large r and expression of EN , we find

lim
r→+∞

|u′(r)|p−1

ru
= 0. (22)

Then by (22), (14) and (15), we have

ϕ(r) ∼
+∞

βrNu(r) < 0 (23)

and
ϕ′(r) ∼

+∞
(Nβ − α)rN−1u(r). (24)

Combining these two estimates, we get

r(rc−Nϕ)′ ∼
+∞

(cβ − α)rcu(r).

Since lim
r→+∞

rcu(r) ∈]0,+∞] and cβ − α > 0, there exists some C1 > 0 such that

r(rc−Nϕ)′(r) > C1 for large r.
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Whence lim
r→+∞

ϕ(r) = +∞. This is a contradiction with (23). We deduce that

lim
r→+∞

rcu(r) = 0.

(ii) Assume by contradiction that lim
r→+∞

rcu(r) = K ∈ [0,+∞[. We distinguish two

cases:
• K = 0. Then necessarily Ec(r) < 0 for large r, this means that

u(r)

r|u′(r)|
<

1

c
for large r. (25)

Using equation (3) and the fact that u > 0, u′ < 0 and
α

β
< c, we obtain

(
|u′|p−2u′

)′
(r) < r|u′(r)|

[
β +
|α|
c

+
N − 1

r2
|u′(r)|p−2

]
< 0 for large r.

Thus u′(r) > 0 for large r, which is a contradiction with Lemma 2.2.
• K > 0. Since c < N , lim

r→+∞
rNu(r) = +∞ and EN (r) > 0 for large r. Therefore, (22)

is satisfied and thereby from (23) and (24), we get

lim
r→+∞

ϕ(r) = −∞ and lim
r→+∞

rc+1−Nϕ′(r) = K(Nβ − α). (26)

Then Hopital’s rule implies

lim
r→+∞

rc−Nϕ(r) =
K(Nβ − α)

N − c
. (27)

But from (23), this limit is exactly Kβ. This contradicts the fact that c >
α

β
. Conse-

quently, lim
r→+∞

rcu(r) = +∞ and the proof of the proposition is complete. 2

Proposition 3.3 Assume that u is a bounded solution of equation (3). Then the
function rα/βu(r) is not strictly monotone for large r.

Proof. We argue by contradiction and assume that rα/βu(r) is strictly monotone for
large r. Therefore, according to (9), Eα/β(r) 6= 0 for large r. We distinguish two cases.
Case 1: Eα/β(r) > 0 for large r.
We set

J1(r) = u(r)− rp−1|u′|p−1. (28)

Then for large r,

J ′1(r) = rp−1u
[
− α− rluq−1

]
− rp|u′|

[
− β + r−p + (p−N)r−2|u′|p−2

]
. (29)

Using now Proposition 3.1 and Eα/β(r) > 0 for large r, we get

lim
r→+∞

J1(r) = 0,

J1(r) > u(r)

[
1−

(
α

β

)p−1
up−2(r)

]
> 0 for large r
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and
J ′1(r) ∼

+∞
−αrp−1u(r) + βrp|u′(r)| = −βrp−1Eα/β(r) > 0 for large r.

This is a contradiction.
Case 2: Eα/β(r) < 0 for large r.

Then necessarily
α

β
<
N − p
p− 1

, by Proposition 2.2.

Now, we set
J2(r) = rkup(r)− rp−1|u′|p−1, (30)

with 0 < k < min
(α
β
, p
)

. Then, for large r,

J ′2(r) = rp−1u

[
− α− rluq−1 + krk−pup−1

]
− rp|u′|

[
− β+

+ prk−pup−1 + (p−N)r−2|u′|p−2
]
.

(31)

As k < p, k <
α

β
<

N − p
p− 1

< N , Eα/β(r) < 0 for large r, by Proposition 3.1 and

Proposition 3.2, we obtain
lim

r→+∞
J2(r) = 0,

J2(r) < up−1(r)

[
−
(
α

β

)p−1
+ rku(r)

]
< 0 for large r

and
J ′2(r) ∼

+∞
−αrp−1u(r) + βrp|u′(r)| = −βrp−1Eα/β(r) < 0 for large r.

Again, we have a contradiction. Consequently, the function rα/βu(r) is not strictly
monotone for large r. The proof of the proposition is complete. 2

Proposition 3.4 Assume that u is a bounded solution of equation (3). If
α

β
=

l + p

q + 1− p
<
N − p
p− 1

, then

lim
r→+∞

rα/βu(r) = L (32)

and

lim
r→+∞

rα/β+1u′(r) =
−α
β
L, (33)

where

L =

(
N − p− α

β
(p− 1)

)1/(q+1−p)(
α

β

)(p−1)/(q+1−p)

. (34)

Proof. Define the following function:

I(r) = rα/βu(r)

[
|u′|p−2u′(r)

ru(r)
+ β

]
. (35)

We have I(r) < 0 for large r. Its derivative is given by

I ′(r) =

(
α

β
−N

)
rα/β−2|u′|p−2u′(r)− rα/β+l−1uq(r). (36)
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The proof will be done in five steps.
Step 1: I(r) ∼

+∞
βrα/βu(r).

Since
α

β
<

N − p
p− 1

, Proposition 2.2 implies that E(N−p)/(p−1)(r) > 0 for large r and

thus, from the boundedness of u, lim
r→+∞

|u′|p−2u′(r)
ru

= 0 and one deduces that I(r) ∼
+∞

βrα/βu(r).
Step 2: lim

r→+∞
rα/βu(r) exists and is finite.

According to Step 1, it suffices to prove that lim
r→+∞

I(r) exists and is finite. For this

purpose, consider a real σ such that

0 < σ < min

(
α

β
,

1

q

(
α

β
(q − 1)− l

)
,

1

p− 1

(
α

β
(p− 2) + p

))
.

So, by Proposition 3.2, lim
r→+∞

rα/β−σu(r) = 0. In particular, there exists a constant C > 0

such that
u(r) ≤ Crσ−α/β for large r. (37)

Recall the positivity of E(N−p)/(p−1)(r) for large r, we get that there exists C1 > 0 such
that

rα/β−2|u′|p−1 < Cp−11 rγ for large r, (38)

where γ =
α

β
(2− p) + σ(p− 1)− p− 1.

By the choice of σ, the functions r → rα/β+l−1uq(r) and r → rα/β−2|u′|p−1 are integrable
near +∞, therefore, I ′(r) is also integrable near +∞. To conclude, we observe that for
any r0 > 0,

lim
r→+∞

I(r) =

∫ +∞

r0

I ′(s)ds+ I(r0)

exists and is finite. Therefore, lim
r→+∞

rα/βu(r) exists and is finite.

Set lim
r→+∞

rα/βu(r) = L ≥ 0.

Step 3: lim
r→+∞

rα/βu(r) = L > 0.

Assume that lim
r→+∞

rα/βu(r) = 0. Then lim
r→+∞

I(r) = 0. Therefore, applying Hopital’s

rule and using the first step, we obtain

lim
r→+∞

I ′(r)(
rα/βu(r)

)′ = lim
r→+∞

I(r)

rα/βu
= β. (39)

On the other hand, using (36), we have

I ′(r) = rα/β−2|u′|p−1
[
N − α

β
− rl+1uq(r)

|u′|p−1

]
. (40)

Let 0 < c <
α

β
< N , then lim

r→+∞
rcu(r) = 0 and according to Remark 2.2, we have

Ec(r) 6= 0 for large r. Therefore, necessarily by (9), Ec(r) < 0 for large r. Hence,

0 <
rl+1uq(r)

|u′|p−1
< c1−prl+puq+1−p(r). (41)
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Since
α

β
=

l + p

q + 1− p
, then lim

r→+∞
rl+puq+1−p(r) = 0 and therefore lim

r→+∞

rl+1uq(r)

|u′|p−1
= 0.

Hence, as
α

β
< N and |u′(r)| > 0 for large r, we have by (40), I ′(r) > 0 for large r.

Consequently, by (39) and the fact that β < 0,
(
rα/βu(r)

)′
< 0 for large r. But this

contradicts Proposition 3.3.
Consequently, lim

r→+∞
rα/βu(r) = L > 0.

Step 4: lim
r→+∞

rα/β+1u′(r) =
−α
β
L.

Since lim
r→+∞

u(r) = 0, then applying Hopital’s rule, we obtain

lim
r→+∞

rα/β+1u′(r) =
−α
β

lim
r→+∞

rα/βu(r) =
−α
β
L.

Step 5: L =

(
N − p− α

β
(p− 1)

)1/(q+1−p)(
α

β

)(p−1)/(q+1−p)

.

According to (11), we have

−βrEα/β(r) = |u′|p−2 u′(r)

[(
N − p− α

β
(p− 1)

)
+ (p− 1)

E′α/β(r)

u′(r)
+

rl+1uq(r)

|u′|p−2 u′(r)

]
.

(42)

Using Step 3 and Step 4 and applying Hopital’s rule, we get

lim
r→+∞

E′α/β(r)

u′(r)
= lim
r→+∞

Eα/β(r)

u(r)
= lim
r→+∞

(
α

β
+
ru′(r)

u

)
= 0 (43)

and

lim
r→+∞

rl+1uq(r)

|u′|p−2 u′(r)
=
−Lq+1−p(
α

β

)p−1 , (44)

when
α

β
=

l + p

q + 1− p
. Suppose by contradiction

N − p− α

β
(p− 1)− Lq+1−p(

α

β

)p−1 6= 0.

After combining these estimates, equation (42) gives

−βrEα/β(r) ∼
+∞

N − p− α

β
(p− 1)− Lq+1−p(

α

β

)p−1
 |u′|p−2 u′(r).

So, Eα/β(r) 6= 0 for large r, that is, rα/βu(r) is strictly monotone for large r. Again, this
contradicts Proposition 3.3.
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Consequently,

L =

(
N − p− α

β
(p− 1)

)1/(q+1−p)(
α

β

)(p−1)/(q+1−p)

.

The proof is complete. 2

The following figure illustrates the behavior of the bounded solution.

Figure 1: Bounded solution.

Now, we turn to the proof of Theorem 3.1.
Proof. (of Theorem 3.1). We argue by contradiction and assume that u is bounded.
We claim that if one of the first two cases holds, then Eα/β(r) 6= 0 for large r and this

contradicts Proposition 3.3. In fact, if
α

β
≥ N − p

p− 1
, we have Eα/β(r) > 0 for large r,

from Proposition 2.2.

Now we consider the case where
α

β
<
N − p
p− 1

.

Assume that there exists a large r0 such that Eα/β(r0) = 0. Recall formula (12) with c =
α

β
, we have in the case q ≤ p−1, E′α/β(r0) 6= 0. In the case q > p−1 and

α

β
6= l + p

q + 1− p
,

we have by Proposition 3.2, lim
r→+∞

rl+puq+1−p(r) = 0 or lim
r→+∞

rl+puq+1−p(r) = +∞

(because
α

β
<
N − p
p− 1

< N). Then we have also E′α/β(r0) 6= 0. Consequently, Remark 2.1

gives Eα/β(r) 6= 0 for any r > r0.
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Suppose now that we are in the third case
N − p
p
≤ α

β
=

l + p

q + 1− p
<
N − p
p− 1

. Recall

the logarithmic change with c =
α

β
, then

ω′α/β(t) +Aα/β ωα/β(t) + αeKα/βtυα/β(t) + βeKα/βthα/β(t) + υqα/β(t) = 0 (45)

and Proposition 3.4 gives

lim
t→+∞

υα/β(t) = L and lim
t→+∞

hα/β(t) =
−α
β
L. (46)

Define the following energy function:

Z(t) =
p− 1

p

∣∣hα/β(t)
∣∣p +

α

β
ωα/β(t)υα/β(t) +

υq+1
α/β(t)

q + 1
+
%

p

(
α

β

)p−1
υpα/β(t), (47)

where
% =

α

β
−Aα/β =

α

β
p− (N − p) ≥ 0. (48)

According to [7], we have lim
r→0

ru′(r) = 0. Therefore

lim
r→0

rα/βu(r) = lim
r→0

r1+α/βu′(r) = 0.

It gives
lim

t→−∞
υα/β(t) = lim

t→−∞
hα/β(t) = 0.

This implies by (47) that lim
t→−∞

Z(t) = 0.

On the other hand, by a straightforward calculation, the function Z satisfies

Z ′(t) = % Y (t)− βeKα/βt
(
hα/β(t) +

α

β
υα/β(t)

)2

, (49)

where

Y (t) =

(∣∣hα/β(t)
∣∣p−2 hα/β(t) +

(
α

β

)p−1
υp−1α/β (t)

)(
hα/β(t) +

α

β
υα/β(t)

)
. (50)

As % ≥ 0, β < 0 and the function s → |s|p−2s is increasing, then Z ′(t) ≥ 0 for any
t ∈ (−∞,+∞), that is, Z is increasing on (−∞,+∞). Therefore, Z(t) ≥ 0 for any
t ∈ (−∞,+∞). But letting t→ +∞ in (47), we get

lim
t→+∞

Z(t) = Aα/β L
p

(
α

β

)p−1(
p− q − 1

p(q + 1)

)
< 0.

This is a contradiction. Consequently, u is unbounded. The proof of Theorem 3.1 is
complete. 2

In the following, we are concerned with the asymptotic behavior of unbounded solu-
tions near infinity.
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Theorem 3.2 Assume q ≥ p − 1 and
N − p
p− 1

>
l

q − 1
. Let u be an unbounded

solution of equation (3). Then

lim
r→+∞

r−p/(p−2)u(r) = lim
r→+∞

r−2/(p−2)u′(r) = 0. (51)

The proof requires some preliminary results.

Proposition 3.5 Assume q ≥ p− 1 and
N − p
p− 1

>
l

q − 1
. Then there is no solution

of equation (3) such that

u(r) > Γr−l/(q−1) for large r, (52)

where Γ is given by (13).

Proof. We argue by contradiction and assume that u satisfies (52). Then, according
to Lemma 2.1 and Proposition 2.1, we have u′(r) > 0 and El/(q−1)(r) 6= 0 for large r.
This gives, with logarithmic change (4), that ωl/(q−1)(t) > 0 and υ′l/(q−1)(t) 6= 0 for
large t. We distinguish two cases.
Case 1: υ′l/(q−1)(t) < 0 for large t. Then lim

t→+∞
υl/(q−1)(t) = d ∈ [Γ,+∞[.

From equation (5), we have

ω′l/(q−1)(t) +Al/(q−1) ωl/(q−1)(t) = −eKl/(q−1)tυl/(q−1)(t)

[
α+

β
hl/(q−1)(t)

υl/(q−1)(t)
+ υq−1l/(q−1)(t)

]
.

(53)

Note that
hl/(q−1)(t)

υl/(q−1)(t)
=
υ′l/(q−1)(t)

υl/(q−1)(t)
− l

q − 1
< − l

q − 1
. (54)

Then we deduce from (52) and (53) that

ω′l/(q−1)(t) +Al/(q−1) ωl/(q−1)(t) < 0 for large t.

This means that the function eAl/(q−1)tωl/(q−1)(t) is decreasing for large t. As

ωl/(q−1)(t) > 0 for large t, then eAl/(q−1)tωl/(q−1)(t) has a finite limit. Since Al/(q−1) > 0,
necessarily lim

t→+∞
ωl/(q−1)(t) = 0. Now, recalling (6), we obtain lim

t→+∞
hl/(q−1)(t) = 0 and

lim
t→+∞

υ′l/(q−1)(t) =
l

q − 1
d < 0. But this contradicts the fact that υl/(q−1) is positive.

Case 2: υ′l/(q−1)(t) > 0 for large t. Then lim
t→+∞

υl/(q−1)(t) ∈]Γ,+∞].

(a) Assume that lim
t→+∞

υl/(q−1)(t) = d < +∞, then necessarily lim
t→+∞

υ′l/(q−1)(t) = 0.

This implies by (6) that lim
t→+∞

ωl/(q−1)(t) =
(
− l

q − 1
d
)p−1

. Therefore,

lim
t→+∞

[
α+ β

hl/(q−1)(t)

υl/(q−1)(t)
+ υq−1l/(q−1)(t)

]
= α− βl

q − 1
+ dq−1 > 0,
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by letting t → +∞ in (53), we obtain lim
t→+∞

ω′l/(q−1)(t) = −∞. This is a contradiction

with ωl/(q−1) being positive.

(b) Assume that lim
t→+∞

υl/(q−1)(t) = +∞, that is, lim
r→+∞

rl/(q−1)u(r) = +∞. Then,

according to Proposition 2.1, E−p/(p−2)(r) < 0 for large r. Hence, according to (8) and
the fact that u′(r) > 0 for large r, we have

0 <
ru′(r)

u
<

p

p− 2
for large r.

On the other hand, we have by equation (3),(
|u′|p−2u′

)′
(r) < −u

[
α+ β

ru′

u
+ rluq−1

]
.

So, lim
r→+∞

(
|u′|p−2u′

)′
(r) = −∞, which means that lim

r→+∞
u′(r) = −∞. This is

impossible.
In conclusion, the two cases can not hold, so there is no solution satisfying (52). The
proof is complete. 2

As a consequence of the previous proposition, we have the following result.

Corollary 3.1 Assume q ≥ p − 1 and
N − p
p− 1

>
l

q − 1
. Let u be a solution of

equation (3). Then lim inf
r→+∞

rcu(r) = 0 for any c <
l

q − 1
and lim inf

r→+∞
rl/(q−1)u(r) ≤ Γ.

Before giving the proof of Theorem 3.2, we need a comparison between the solutions of
equation (3) and their derivatives.

Proposition 3.6 Assume q ≥ p − 1 and
N − p
p− 1

>
l

q − 1
. Let u be an unbounded

solution of equation (3). Then

|u′|p−2u′(r) < max

(
|α|
N
, |β|

)
ru(r) for large r. (55)

Proof. Let λ = min
( α
N
, β
)
< 0 and set

G(r) = rN−1
[
|u′|p−2u′(r) + λr u(r)

]
. (56)

From equation (3), we have

G′(r) = rN−1u(r)
[
λN − α− rl|u|q−1

]
+ (λ− β)rNu′(r). (57)

We will show that G(r) < 0 for large r.
Suppose that there exists a large r0 such that G(r0) = 0, then G′(r0) can be written

in the following form:

G′(r0) = rN−10 u(r0)
[
λN−α−rl0uq−1(r0)

]
+|λ|1/(p−1)(λ−β)r

N+1/(p−1)
0 u1/(p−1)(r0). (58)
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Therefore, according to the choice of λ, we have G′(r0) < 0. Hence, G(r) 6= 0 for any
r > r0.
If G(r) > 0 for large r, then u′(r) > 0 for large r and by a simple integration, we deduce
that there exists a constant c > 0 such that r−p/(p−2)u(r) ≥ c for large r. But this is a
contradiction with Proposition 3.5.

In conclusion, G(r) < 0 for large r and the proof is complete. 2

Proposition 3.7 Assume q ≥ p − 1 and
N − p
p− 1

>
l

q − 1
. Let u be an unbounded

solution of equation (3). Then the functions r−p/(p−2)u(r) and r−2/(p−2)u′(r) are bounded
for large r.

Proof. The proof will be done in two steps.
Step 1: The function r−p/(p−2)u(r) is bounded for large r.
We argue by contradiction and assume that υ−p/(p−2)(t) = r−p/(p−2)u(r) is unbounded

for large t, where we use the notation (4). Since
l

q − 1
>
−p
p− 2

, Proposition 3.5 ensures

that υ−p/(p−2)(t) can not converge to +∞. Hence, it must necessarily oscillate. Then
there exists a sequence {ξi} going to +∞ as i → +∞ such that υ−p/(p−2) has a local
maximum in ξi satisfying lim

i→+∞
υ−p/(p−2)(ξi) = +∞. Since υ′−p/(p−2)(ξi) = 0, we have

h−p/(p−2)(ξi) =
p

p− 2
υ−p/(p−2)(ξi) > 0,

therefore

ω−p/(p−2)(ξi) =
( p

p− 2

)p−1
υp−1−p/(p−2)(ξi).

On the other hand, estimate (55) can be written in the following form:

ω−p/(p−2)(t) < |λ| υ−p/(p−2)(t) for large t, (59)

where |λ| = max

(
|α|
N
, |β|

)
. In particular, for t = ξi, we obtain

υp−2−p/(p−2)(ξi) < |λ|
(p− 2

p

)p−1
for large i.

But this contradicts the fact that lim
i→+∞

υ−p/(p−2)(ξi) = +∞. Consequently, υ−p/(p−2)(t)

is bounded for large t.
Step 2: The function r−2/(p−2)u′(r) is bounded for large r, that means that ω−p/(p−2)(t)
is bounded for large t.

Observe preliminary that if u(r) is monotone for large r, necessarily u′(r) ≥ 0 for
large r (because u is unbounded) and then ω−p/(p−2)(t) ≥ 0 for large t. Therefore, by
(59) and Step 1, ω−p/(p−2)(t) is bounded for large t.

So, we only have to deal with the case where u(r) is not monotone for large r and
then the idea of the proof is the same as for Step 1.

Suppose by contradiction that ω−p/(p−2)(t) is not bounded and let a sequence {ki}
go to +∞ as i → +∞ such that ω′−p/(p−2)(ki) = 0 and lim

i→+∞
ω−p/(p−2)(ki) = +∞ or

−∞.
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First, note that as υ−p/(p−2)(t) is bounded for large t, then (59) implies that we can not

have lim
i→+∞

ω−p/(p−2)(ki) = +∞. Secondly, take some constant δ > max

(
N − p
p− 1

,
α

β

)
>

0, then by Proposition 2.2, Eδ(r) > 0 for large r. So,

h−p/(p−2)(t) > −δυ−p/(p−2)(t) for large t. (60)

In particular,
h−p/(p−2)(ki) > −δυ−p/(p−2)(ki) for large i. (61)

Again, as υ−p/(p−2)(t) is bounded for large t, we deduce that ω−p/(p−2)(ki) is bounded
for large i. This is a contradiction. It follows that ω−p/(p−2)(t) is bounded for large t.

Hence r−2/(p−2)u′(r) is bounded for large r. 2

Now, we are ready to give the proof of Theorem 3.2.
Proof. (of Theorem 3.2). Using the logarithmic change (4) and Proposition 3.7,

we deduce that the functions υ−p/(p−2)(t) and ω−p/(p−2)(t) are bounded for large t.
We proceed in two steps.
Step 1: lim

t→+∞
ω−p/(p−2)(t) = 0.

First, we claim that ω−p/(p−2)(t) converges when t → +∞. Assume by contradiction
that ω−p/(p−2)(t) oscillates, that is, there exist two sequences {si} and {ki} going to +∞
as i → +∞ such that ω−p/(p−2)(t) has a local minimum in si and a local maximum in
ki satisfying si < ki < si+1 and

lim inf
t→+∞

ω−p/(p−2)(t) = lim
i→+∞

ω−p/(p−2)(si) < lim sup
t→+∞

ω−p/(p−2)(t) = lim
i→+∞

ω−p/(p−2)(ki).

(62)
Applying equation (17) at the point t = ki, we get eM−p/(p−2)kiυq−p/(p−2)(ki) is bounded.

Therefore, since M−p/(p−2) > 0, lim
i→+∞

υ−p/(p−2)(ki) = 0 and thanks to (59), we deduce

lim
i→+∞

ω−p/(p−2)(ki) = lim sup
t→+∞

ω−p/(p−2)(t) ≤ 0.

As u is unbounded, then u cannot be decreasing and by (6) and (10) necessarily
lim sup
t→+∞

ω−p/(p−2)(t) = 0, so, by (62)

lim
i→+∞

ω−p/(p−2)(si) = lim inf
t→+∞

ω−p/(p−2)(t) < 0.

This implies that lim
i→+∞

h−p/(p−2)(si) < 0 and therefore, by (60), we find

lim
i→+∞

υ−p/(p−2)(si) > 0. On the other hand, ω′−p/(p−2)(si) = 0, then equation (17)

implies that lim
i→+∞

υ−p/(p−2)(si) = 0. This is a contradiction. So, ω−p/(p−2)(t) is mono-

tone and then it has a finite limit when t→ +∞.
As u is positive and unbounded, then necessarily lim

t→+∞
ω−p/(p−2)(t) ≥ 0. If

lim
t→+∞

ω−p/(p−2)(t) > 0, then, by (59), there exists a constant C > 0 such

that υ−p/(p−2)(t) > C for large t. Therefore, we obtain by equation (17) that
lim

t→+∞
ω′−p/(p−2)(t) = −∞, which is a contradiction with the boundedness of ω−p/(p−2).

Consequently, lim
t→+∞

ω−p/(p−2)(t) = 0. Therefore, lim
r→+∞

r−2/(p−2)u′(r) = 0.
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Step 2: lim
t→+∞

υ−p/(p−2)(t) = 0.

Knowing that υ−p/(p−2)(t) is bounded, assume by contradiction that it oscillates, that
is, there exist two sequences {ηi} and {ξi} going to +∞ as i→ +∞ such that υ−p/(p−2)
has a local minimum in ηi and a local maximum in ξi satisfying ηi < ξi < ηi+1 and

lim inf
t→+∞

υ−p/(p−2)(t) = lim
i→+∞

υ−p/(p−2)(ηi) < lim sup
t→+∞

υ−p/(p−2)(t) = lim
i→+∞

υ−p/(p−2)(ξi).

(63)
Since υ′−p/(p−2)(ηi) = υ′−p/(p−2)(ξi) = 0, then we have by (6)

h−p/(p−2)(ηi) =
p

p− 2
υ−p/(p−2)(ηi) and h−p/(p−2)(ξi) =

p

p− 2
υ−p/(p−2)(ξi).

Since lim
t→+∞

h−p/(p−2)(t) = 0,

lim
i→+∞

h−p/(p−2)(ηi) = lim
i→+∞

h−p/(p−2)(ξi) = 0.

This implies that

lim
i→+∞

υ−p/(p−2)(ηi) = lim
i→+∞

υ−p/(p−2)(ξi) = 0.

But this contradicts (63). Therefore, υ−p/(p−2) converges. Hence, by (6), υ′−p/(p−2) con-

verges necessarily to 0. Consequently, lim
t→+∞

υ−p/(p−2)(t) = 0, i.e., lim
r→+∞

r−p/(p−2)u(r) =

0. The proof is complete. 2

Theorem 3.3 Assume q ≥ p
(

2 + 2p−1
)
− 1 and

l

q − 1
< min

(
−α
β
,
N − p
p− 1

)
. Let u

be an unbounded positive solution of problem (P). Then

lim
r→+∞

rl/(q−1)u(r) = Γ (64)

and

lim
r→+∞

rl/(q−1)+1u′(r) =
−l
q − 1

Γ, (65)

where Γ is given by (13).

To prove this theorem we will need the following results.

Proposition 3.8 Assume q ≥ p − 1 and
N − p
p− 1

>
l

q − 1
. Let u be an unbounded

positive solution of problem (P). Then, for any c >

(
α

β

)p−1
,

|u′|p−2u′(r) > −cr1−pup−1(r) for large r. (66)

Proof. Let c >

(
α

β

)p−1
and

F (r) = rN−1|u′|p−2u′(r) + crN−pup−1(r). (67)
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Then, according to equation (3),

F ′(r) = rN−1u

[
−α− rluq−1 + c(N −p)r−pup−2

]
+ rNu′

[
−β+ c(p−1)r−pup−2

]
. (68)

We will show that F (r) > 0 for large r.
First, we prove that F (r) 6= 0 for large r. Suppose that there exists a large r0 such

that F (r0) = 0. Then, according to (67) and (68), we have

F ′(r0) = rN−10 u

[
−α+βc1/(p−1)−rl0uq−1 +

(
c(N −p)−cp/(p−1)(p−1)

)
r−p0 up−2

]
. (69)

Since −α + βc1/(p−1) < 0, rluq−1(r) > 0 and lim
r→+∞

r−pup−2(r) = 0 (by Theorem 3.2),

we get F ′(r0) < 0. Hence, F (r) 6= 0 for any r > r0 and then, as u is unbounded, F (r)
cannot be negative for large r. The proof is complete. 2

Proposition 3.9 Assume q ≥ p
(

2+2p−1
)
−1 and

l

q − 1
< min

(
−α
β
,
N − p
p− 1

)
. Let

u be an unbounded positive solution of problem (P). Then the functions rl/(q−1)u(r) and
rl/(q−1)+1u′(r) are bounded for large r.

Proof. (i) We first show that rl/(q−1)u(r) is bounded for large r.

We make the change (4) for c =
l

q − 1
and we set

D =
Kl/(q−1)(p− 1)

p
− l

q − 1
+Al/(q−1) > 0, (70)

We define, for any real θ > 0, the following energy function:

Fθ(t) =
p− 1

p
e−Kl/(q−1)t

∣∣hl/(q−1)(t)∣∣p − Γq−1

2
υ2l/(q−1)(t) +

υq+1
l/(q−1)(t)

q + 1
+

l

q − 1
e−Kl/(q−1)tωl/(q−1)(t)υl/(q−1)(t)−

θ

p

(
−l
q − 1

)p−1
e−Kl/(q−1)tυpl/(q−1)(t).

(71)
Using equation (5), a straightforward calculation gives

F ′θ(t) = θe−Kl/(q−1)tX(t)− β
(
hl/(q−1)(t) +

l

q − 1
υl/(q−1)(t)

)2

+

D1e
−Kl/(q−1)t

∣∣hl/(q−1)(t)∣∣p +D2e
−Kl/(q−1)tωl/(q−1)(t)υl/(q−1)(t) +

Kl/(q−1)θ

p

(
−l
q − 1

)p−1
e−Kl/(q−1)tυpl/(q−1)(t), (72)

where

X(t) =

[ ∣∣hl/(q−1)(t)∣∣p−2 hl/(q−1)(t)− ( −l
q − 1

)p−1
υp−1l/(q−1)(t)

][
hl/(q−1)(t) +

l

q − 1
υl/(q−1)(t)

]
, (73)
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D1 = −(D + θ) < 0 (74)

and

D2 =
−l
q − 1

(
D + θ +

Kl/(q−1)

p

)
> 0. (75)

We show in two steps that υl/(q−1)(t) is bounded for large t.
Step 1: F ′θ(t) > 0 for large t by choosing a suitable θ.
We know that for any ρ ≥ 2 and for any a, b ∈ R, we have

|a− b|ρ ≤ 2ρ−1 (|a|ρ + |b|ρ) .

Therefore, particulary for ρ = p, a = υ′l/(q−1)(t) and b =
l

q − 1
υl/(q−1)(t), we obtain

∣∣hl/(q−1)(t)∣∣p =

∣∣∣∣υ′l/(q−1)(t)− l

q − 1
υl/(q−1)(t)

∣∣∣∣p
≤ 2p−1

(∣∣∣υ′l/(q−1)(t)∣∣∣p +

(
|l|

q − 1

)p
υpl/(q−1)(t)

)
.

Since D1 < 0,

F ′θ(t) ≥ θe−Kl/(q−1)tX(t) + υ′2l/(q−1)(t)

[
−β + 2p−1D1e

−Kl/(q−1)t
∣∣∣υ′l/(q−1)∣∣∣p−2]+

e−Kl/(q−1)tυpl/(q−1)(t)

[
2p−1D1

(
|l|

q − 1

)p
+
Kl/(q−1)θ

p

(
|l|

q − 1

)p−1
+

D2 ωl/(q−1)υ
1−p
l/(q−1)

]
. (76)

As
|l|

q − 1
>
α

β
, we have by Proposition 3.8,

ωl/(q−1)(t)υ
1−p
l/(q−1)(t) > −

(
|l|

q − 1

)p−1
for large t. (77)

Therefore, according to (76) we get

F ′θ(t) ≥ θe−Kl/(q−1)tX(t) + υ′2l/(q−1)(t)

[
−β + 2p−1D1e

−Kl/(q−1)t
∣∣∣υ′l/(q−1)∣∣∣p−2]+

e−Kl/(q−1)tυpl/(q−1)

[
2p−1D1

(
|l|

q − 1

)p
+
Kl/(q−1)θ

p

(
|l|

q − 1

)p−1
−

D2

(
|l|

q − 1

)p−1]
. (78)

Now, we choose in (71)

θ =
2p|l|pD + 2|l|pD + 2|l|Kl/(q−1)

Kl/(q−1)(q − 1) + lp(2p−1 + 1)
> 0. (79)
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Note that, since q ≥ p
(

2 + 2p−1
)
− 1, we have Kl/(q−1)(q − 1) + lp(2p−1 + 1) > 0, and

the expression (79) gives

2p−1D1

(
|l|

q − 1

)p
+
Kl/(q−1)θ

p

(
|l|

q − 1

)p−1
−D2

(
|l|

q − 1

)p−1
> 0. (80)

Moreover,

e−Kl/(q−1)t/(p−2)υ′l/(q−1)(t) = e−Kl/(q−1)t/(p−2)
(
hl/(q−1)(t) +

l

q − 1
υl/(q−1)(t)

)
, (81)

and from Theorem 3.2,

lim
t→+∞

e−Kl/(q−1)t/(p−2)υl/(q−1)(t) = lim
r→+∞

r−p/(p−2)u(r) = 0 (82)

and

lim
t→+∞

e−Kl/(q−1)t/(p−2)hl/(q−1)(t) = lim
r→+∞

r−2/(p−2)u′(r) = 0, (83)

then

lim
t→+∞

e−Kl/(q−1)t/(p−2)υ′l/(q−1)(t) = 0. (84)

Using the last equality, the estimate (80), the fact that X(t) ≥ 0 (because the function
s → |s|p−2s is increasing), υl/(q−1)(t) > 0, θ > 0 and β < 0, we deduce from (78) that
F ′θ(t) > 0 for large t.
Step 2: The function υl/(q−1)(t) cannot oscillate about a constant B such that B >

(q + 1)1/(q−1)Γ > Γ, where Γ is given by (13).
We argue by contradiction and assume that there exist two sequences {ηi} and {ξi}

going to +∞ as i → +∞ such that υl/(q−1) has a local minimum in ηi and a local
maximum in ξi satisfying ηi < ξi < ηi+1 and υl/(q−1)(ξi) > B.

Since hl/(q−1)(ηi) = − l

q − 1
υl/(q−1)(ηi) > 0, we see that h′l/(q−1)(ηi) exists and, more

exactly, h′l/(q−1)(ηi) = υ′′l/(q−1)(ηi) ≥ 0 (because υ′l/(q−1)(ηi) = 0), which implies that

ω′l/(q−1)(ηi) ≥ 0. Taking c =
l

q − 1
in (4), we obtain

e−Kl/(q−1)tω′l/(q−1)(t) = −Al/(q−1)e−Kl/(q−1)tωl/(q−1)(t)− αυl/(q−1)(t)
− βhl/(q−1)(t)− υql/(q−1)(t). (85)

So, for t = ηi
e−Kl/(q−1)ηiω′l/(q−1)(ηi) < −ψ(υl/(q−1)(ηi)),

where

ψ(s) =
[
sq−1 − Γq−1

]
s, s ≥ 0. (86)

Since ω′l/(q−1)(ηi) ≥ 0, one has ψ(υl/(q−1)(ηi)) < 0 and therefore, necessarily

υl/(q−1)(ηi) < Γ. On the other hand, according to (71), we have

Fθ(ηi) =
υq+1
l/(q−1)(ηi)

q + 1
+ υ2l/(q−1)(ηi)

[
−Γq−1

2
+ C2e

−Kl/(q−1)ηiυp−2l/(q−1)(ηi)

]
, (87)
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where C2 =
1

p

(
−l
q − 1

)p−1(
l

q − 1
− θ
)
< 0. In particular, we obtain

Fθ(ηi) < φ1(υl/(q−1)(ηi)), where

φ1(s) =
sq+1

q + 1
− Γq−1

2
s2, s ≥ 0. (88)

Therefore, since 0 < υl/(q−1)(ηi) < Γ, a simple study of the function φ1 gives
φ1(υl/(q−1)(ηi)) < 0. Consequently, Fθ(ηi) < 0 for large i.

In the same way, since υ′l/(q−1)(ξi) = 0,

Fθ(ξi) =
υq+1
l/(q−1)(ξi)

q + 1
+ υ2l/(q−1)(ξi)

[
−Γq−1

2
+ C2e

−Kl/(q−1)ξiυp−2l/(q−1)(ξi)

]
. (89)

Since lim
i→+∞

e−Kl/(q−1)ξiυp−2l/(q−1)(ξi) = 0 by (82),

Fθ(ξi) >
υq+1
l/(q−1)(ξi)

q + 1
− Γq−1υ2l/(q−1)(ξi) for large i. (90)

Set

φ2(s) =
sq+1

q + 1
− Γq−1s2, s ≥ 0. (91)

Therefore, by (90), Fθ(ξi) > φ2(υl/(q−1)(ξi)) for large i. Since υl/(q−1)(ξi) > B >

(q + 1)1/(q−1)Γ, we have φ2(υl/(q−1)(ξi)) > 0, which implies that Fθ(ξi) > 0 for
large i. Hence, Fθ(ηi) < 0 and Fθ(ξi) > 0, for large i, which clearly contradicts the
monotonicity of Fθ(t) for large t. It follows that υl/(q−1)(t) cannot oscillate about the
constant B. Moreover, since υl/(q−1)(t) cannot stay above B (from Proposition 3.5), one
has υl/(q−1)(t) ≤ B for large t. Consequently, υl/(q−1)(t) is bounded for large t. That is,

rl/(q−1)u(r) is bounded for large r.

(ii) Now, we show that rl/(q−1)+1u′(r) is bounded for large r, i.e., by (6) and (10),
ωl/(q−1)(t) is bounded for large t.

We argue by contradiction. As u is positive and unbounded, then we have two pos-
sibilities.
• lim

t→+∞
ωl/(q−1)(t) = +∞, then lim

t→+∞
hl/(q−1)(t) = +∞. Using (6) and the fact that

υl/(q−1)(t) is bounded for large t, we obtain lim
t→+∞

υ′l/(q−1)(t) = +∞ and therefore,

lim
t→+∞

υl/(q−1)(t) = +∞, which is impossible.

• There exists a sequence {ki} going to +∞ as i → +∞ such that ωl/(q−1) has a local
extremum in ki satisfying lim

i→+∞
ωl/(q−1)(ki) = +∞ or −∞.

We use expression (6), equation (85) and the fact that ω′l/(q−1)(ki) = 0, then

αυl/(q−1)(ki) + υql/(q−1)(ki) = hl/(q−1)(ki)
[
−β −Al/(q−1)e−Kl/(q−1)ki |hl/(q−1)(ki)|p−2

]
.

(92)
Since lim

t→+∞
e−Kl/(q−1)t|hl/(q−1)(t)|p−2 = 0 by (83), lim

i→+∞
hl/(q−1)(ki) = +∞ or −∞ and

β < 0, we have
lim

i→+∞
αυl/(q−1)(ki) + υql/(q−1)(ki) = +∞
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or
lim

i→+∞
αυl/(q−1)(ki) + υql/(q−1)(ki) = −∞.

But this contradicts the fact that υl/(q−1)(t) is bounded for large t.

Hence ωl/(q−1)(t) is bounded for large t and therefore rl/(q−1)+1u′(r) is bounded for
large r. 2

We can now give the proof of Theorem 3.3.
Proof. (of Theorem 3.3). We use the logarithmic change, we have by Proposi-

tion 3.9, υl/(q−1)(t) and hl/(q−1)(t) are bounded for large t. The proof will be done in
three steps.
Step 1: The function υl/(q−1)(t) converges.
We argue by contradiction and assume that υl/(q−1) oscillates, that is, there exist two
sequences {ηi} and {ξi} going to +∞ as i→ +∞ such that υl/(q−1) has a local minimum
in ηi and a local maximum in ξi satisfying ηi < ξi < ηi+1 and

lim inf
t→+∞

υl/(q−1)(t) = lim
i→+∞

υl/(q−1)(ηi) = m1 < lim sup
t→+∞

υl/(q−1)(t) = lim
i→+∞

υl/(q−1)(ξi)

= M1. (93)

On the other hand, we know by the proof of Proposition 3.9 that F ′θ(t) > 0 for large t
where θ and Fθ are given, respectively, by (79) and (71). Then Fθ(t) 6= 0 for large t. We
show that Fθ(t) < 0 for large t.
If Fθ(t) > 0 for large t, then, since F ′θ(t) > 0 for large t, lim

t→+∞
Fθ(t) ∈]0,+∞].

Using the fact that
lim

i→+∞
Fθ(ηi) = φ1(m1) < +∞ (94)

and
lim

i→+∞
Fθ(ξi) = φ1(M1) < +∞, (95)

where φ1 is given by (88), we see that lim
t→+∞

Fθ(t) is finite and strictly positive. More

exactly, we have
lim

t→+∞
Fθ(t) = φ1(m1) = φ1(M1) > 0.

But this contradicts the fact that φ1(m1) ≤ 0 because by Corollary 3.1, we have 0 ≤
lim inf
t→+∞

υl/(q−1)(t) = m1 ≤ Γ. We deduce that Fθ(t) < 0 for large t.

Since F ′θ(t) > 0 for large t, one has lim
t→+∞

Fθ(t) is finite and negative. Therefore,

according to (94) and (95), we have

lim
t→+∞

Fθ(t) = φ1(m1) = φ1(M1) ≤ 0. (96)

Set L1 = lim
t→+∞

Fθ(t). Then

L1 = φ1(m1) = φ1(M1).

Therefore, there exist γ ∈ (m1,M1) and ti ∈ (ηi, ξi) such that υl/(q−1)(ti) = γ, φ′1(γ) = 0
and φ1(γ) 6= L1.

On the other hand, υl/(q−1)(t), hl/(q−1)(t), ωl/(q−1)(t) are bounded for large t and
υl/(q−1)(ti) = γ, we get by (71), lim

i→+∞
Fθ(ti) = φ1(γ), hence φ1(γ) = L1. But this
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contradicts the fact that φ1(γ) 6= L1.
Consequently, υl/(q−1) converges. Set lim

t→+∞
υl/(q−1)(t) = d ≥ 0.

Step 2: The function hl/(q−1)(t) converges.
According to (6), it suffices to show that ωl/(q−1) converges. Since hl/(q−1)(t) is bounded
for large t, we see that ωl/(q−1)(t) is also bounded for large t. Assume by contradiction
that it oscillates, that is, there exist two sequences {si} and {ki} going to +∞ as i→ +∞
such that ωl/(q−1) has a local minimum in si and a local maximum in ki satisfying
si < ki < si+1 and

lim inf
t→+∞

ωl/(q−1)(t) = lim
i→+∞

ωl/(q−1)(si) < lim sup
t→+∞

ωl/(q−1)(t) = lim
i→+∞

ωl/(q−1)(ki). (97)

Using equation (85), the fact that ωl/(q−1)(t) is bounded for large t, lim
t→+∞

υl/(q−1)(t) = d

and ω′l/(q−1)(si) = ω′l/(q−1)(ki) = 0, we obtain

lim
i→+∞

−βhl/(q−1)(si) = lim
i→+∞

−βhl/(q−1)(ki) = αd+ dq.

Since β < 0,

lim
i→+∞

hl/(q−1)(si) = lim
i→+∞

hl/(q−1)(ki),

which gives

lim
i→+∞

ωl/(q−1)(si) = lim
i→+∞

ωl/(q−1)(ki).

But this contradicts (97). Hence, ωl/(q−1) converges and therefore hl/(q−1) converges.
According to (6), lim

t→+∞
υ′l/(q−1)(t) exists and must be 0. Hence,

lim
t→+∞

hl/(q−1)(t) =
−l
q − 1

d. (98)

Step 3: lim
t→+∞

υl/(q−1)(t) = Γ.

Combining equation (85), expression of Γ given by (13), Step 1 and Step 2, we get

lim
t→+∞

e−Kl/(q−1)tω′l/(q−1)(t) = d
(
Γq−1 − dq−1

)
.

Since ωl/(q−1) converges and lim
t→+∞

e−Kl/(q−1)tω′l/(q−1)(t) exists, necessarily

lim
t→+∞

e−Kl/(q−1)tω′l/(q−1)(t) = 0. Therefore, d
(
Γq−1 − dq−1

)
= 0. We claim that

d = Γ.

Assume by contradiction that d = lim
t→+∞

υl/(q−1)(t) = 0. First, we prove that

ωl/(q−1)(t) 6= 0 for large t.

For any large T such that ωl/(q−1)(T ) = 0, we have hl/(q−1)(T ) = 0 and by equation
(85)

e−Kl/(q−1)Tω′l/(q−1)(T ) = υl/(q−1)(T )
[
−α− υq−1l/(q−1)(T )

]
.

Since α < 0, υl/(q−1)(t) > 0 and lim
t→+∞

υq−1l/(q−1)(t) = 0, one has ω′l/(q−1)(T ) > 0. Hence,

ωl/(q−1)(t) 6= 0 for any t > T .
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As u is positive and unbounded, then ωl/(q−1)(t) > 0 for large t.
On the other hand, we have by (85)

e−Kl/(q−1)tω′l/(q−1)(t) = hl/(q−1)(t)
[
−β −Al/(q−1)e−Kl/(q−1)t

∣∣hl/(q−1)(t)∣∣p−2] +

υl/(q−1)(t)
[
−α− υq−1l/(q−1)(t)

]
. (99)

Using the fact that β < 0, α < 0, lim
t→+∞

e−Kl/(q−1)t
∣∣hl/(q−1)(t)∣∣p−2 = 0 (by (83)),

lim
t→+∞

υq−1l/(q−1)(t) = 0, υl/(q−1)(t) > 0 and hl/(q−1)(t) > 0 for large t, we have ω′l/(q−1)(t) >

0 for large t. This implies, since ωl/(q−1)(t) > 0 for large t, that lim
t→+∞

ωl/(q−1)(t) ∈
]0,+∞]. But this contradicts the fact that lim

t→+∞
ωl/(q−1)(t) = 0 by (6) and (98).

Consequently, d = Γ. It follows that

lim
t→+∞

υl/(q−1)(t) = Γ and lim
t→+∞

hl/(q−1)(t) =
−l
q − 1

Γ.

The proof is complete. 2

The behavior of unbounded solution is illustrated by the following figure.

Figure 2: Unbounded solution.

To finish this work, we note that if we have the monotonicity of u, then the asymptotic
behavior (64) and (65) is validated by reducing the assumptions of Theorem 3.3. More
precisely, we have the following result.
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Proposition 3.10 Assume q ≥ p
(

1 + 2p−1
)
− 1 and

N − p
p− 1

>
l

q − 1
. Let u be an

unbounded positive solution of problem (P). If u is an increasing function for large r,
then it satisfies (64) and (65).

Proof. First of all we note that the idea of the proof is similar to that of Theorem 3.3.
So, we follow the same steps and we only change the step where we use the monotonicity
of u.

According to the proof of Propostition 3.9, we choose a suitable θ to show that Fθ(t)
is strictly increasing for large t, where Fθ is given by (71). In fact, we choose in (71)

θ =
2p|l|pD

Kl/(q−1)(q − 1) + lp2p−1
> 0. (100)

Note that, since q ≥ p
(

1 + 2p−1
)
− 1, one has Kl/(q−1)(q − 1) + lp2p−1 > 0 and by

expression (100),

2p−1D1

(
|l|

q − 1

)p
+
Kl/(q−1)θ

p

(
|l|

q − 1

)p−1
=

(
|l|

q − 1

)p−1
2p−1|l|D
q − 1

> 0.

According to inequality (76) and using expressions (100) and (75) and the fact that
ωl/(q−1)(t) ≥ 0 for large t (because u′(r) ≥ 0 for large r), we deduce that

F ′θ(t) ≥ θe−Kl/(q−1)tX(t) + υ′2l/(q−1)(t)

[
−β + 2p−1D1e

−Kl/(q−1)t
∣∣∣υ′l/(q−1)∣∣∣p−2]+(

|l|
q − 1

)p−1
2p−1|l|D
q − 1

e−Kl/(q−1)tυpl/(q−1). (101)

Using (84), the fact that X(t) ≥ 0, υl/(q−1)(t) > 0, θ > 0 and β < 0, we deduce from
estimate (101) that F ′θ(t) > 0 for large t. We complete the proof in the same way as that
of Theorem 3.3. 2

4 Conclusion

We consider equation (1) as a natural generalization of the pure Laplacian case (p = 2)
already studied by Filippas and Tertikas in [8]. Its appears in studying the self-similar
solution of the parabolic equation (2). This equation admits a family of radial self-similar
solutions defined in the form

v(x, t) = t−αu(t−β |x|),

where u is the solution of equation (3) with

α =
l + p

p(q − 1) + l(p− 2)
, β =

q + 1− p
p(q − 1) + l(p− 2)

.

There is an extensive literature on equation (2) in the case l = 0. The study of equation
(1) in this case is a reasonable first step towards the understanding of the behavior of
blowing up solutions of (2).
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Taking the case l < 0, we have proven in [7] the existence of an entire solution u of

(3). In this paper we have proven that if q ≤ p − 1 or q > p − 1 and
α

β
6= l + p

q + 1− p
or

α

β
=

l + p

q + 1− p
≥ N − p

p
, this solution is unbounded. The study of its asymptotic

behavior depends strongly on the study of the following nonlinear dynamical system by
using the logarithmic change (4), υl/(q−1)(t) = rl/(q−1)u(r),

υ′l/(q−1)(t) = |ωl/(q−1)|(2−p)/(p−1)ωl/(q−1)(t) +
l

q − 1
υl/(q−1)(t),

ω′l/(q−1)(t) = −Al/(q−1)ωl/(q−1)(t)− αeKl/(q−1)tυl/(q−1)(t)− βeKl/(q−1)thl/(q−1)(t)−
eKl/(q−1)tυql/(q−1)(t).

It is shown that under some assumptions, the solution (υl/(q−1), ωl/(q−1)) of the above

system tends to the equilibrium point

(
Γ,

(
−l
q − 1

Γ

)p−1)
, where Γ is given by (13).

This result can be translated in terms of u and u′ by

u(r) ∼
+∞

Γ r−l/(q−1)

and

|u′|p−2u′(r) ∼
+∞

(
−l
q − 1

Γ

)p−1
r−(l/(q−1)+1)(p−1).

The more complicated case
α

β
=

l + p

q + 1− p
<
N − p
p

has not been completely inves-

tigated.
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Abstract: An SIRS epidemic model for the geographic spread is considered. The
linear stability analysis is conducted to obtain the threshold condition and a super-
critical instability region is found whenever the reproduction number R > 1. An
evolution equation for the leading order of infectives is derived by the long wave-
length expansion method and full pattern formation analysis is carried out. The
Poincaré-Lindstedt method is applied to obtain a uniformly periodic valid solution.
Numerical simulations are used to present the results.
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1 Introduction

In epidemiology the use of mathematical models starts from the pioneering works of
Kermack and McKendrick [1–4]. To describe the Great Plague of London of 1665-1666,
Kermack and McKendrick use a simple basic deterministic differential equation model
called the SIR model [3], [4]. Many mathematical models in the literature are built based
on the modeling framework of Kermack and McKendrick.

Most of existing studies rely on different types of differential equations. For instance,
first-order partial differential equations are used for modeling of age structures [5–8];
delay-differential equations or integral equations are suitable when time delay or delay
factors appear [9–13]; second-order partial differential equations are more realistic when
a diffusion term exists.
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Recently, the study of geographic spread of epidemics becomes of much interest.
Diffusion epidemic models have been studied by many authors [14–19]. Liu and Jin [18]
considered an SI model with either constant or nonlinear incidence function. The authors
studied numerically the pattern formation of the model. In [19], Hadji applied the long
wavelength expansion method to analyze a simple model for the geographic spread of a
rabies epidemic in a population of foxes. The author studied the pattern formation of the
model. In [14], the authors studied the effect of different types of animal movement on
threshold conditions for disease spread by considering a simple SI diffusion model. Jawaz
et. al. [10] considered a time delay HIV/AIDS reaction diffusion SIR model. The authors
designed a numerical scheme to solve the model. Moreover, the proposed technique was
compared with the results obtained by Euler’s technique, also the results are presented
by numerical simulations.

The main objective of this study is to develop and analyze a mathematical model of
an epidemic incorporating with diffusion of the various epidemic sub-population within
a geographical region. We conducted the linear and weakly nonlinear stability analysis
of an SIRS with diffusion model. The long wavelength expansion is applied to obtain the
evolution equation. Furthermore, a periodic uniformly valid solution is obtained by the
Poincaré-Lindstedt method.

This paper is organized as follows, The mathematical model formulation is presented
in Section 2. In Section 3, the linear stability analysis is conducted to obtain the threshold
conditions. The weakly nonlinear stability is investigated in Section 4. In Section 5, a full
pattern formation analysis is carried out. A uniformly periodic valid solution is obtained
in Section 6. The results are concluded in Section 7.

2 Mathematical Model

We consider a population which consists of three subgroups. The susceptible, S, which
can get the disease. The infected, I, those who have the disease and can transmit it.
The removed, R, those who recovered, are immune, isolated or dead. The population is
considered to have a constant size, N , where N = S + I + R. All the classes, S, I and
R depend on space and time. The SIR reaction diffusion epidemic model is presented by
J. D. Murray [20]:

∂Ŝ

∂t̂
= D∇2Ŝ − β ŜÎ + γR̂,

∂Î

∂t̂
= D∇2Î + β ŜÎ − rÎ,

∂R̂

∂t̂
= D∇2R̂+ rÎ − γR̂, (1)

where D is the diffusion coefficient, β is the disease transmission coefficient, r is the
recovery rate and γ is the loss of natural immunity. Upon using the following scaling
I = Î/S0, S = Ŝ/S0, R̂/S0, x = x̂/H and t = β S0 t̂, where S0 is a reference value of the
susceptible species, we obtain the dimensionless system which is described by

∂S

∂t
= ∇2S − SI + δ R,

∂I

∂t
= ∇2I + SI − λ I,
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∂R

∂t
= ∇2R+ λ I − δ R, (2)

where δ = γ/β S0 and λ = r/β S0 is the reciprocal of the reproduction rate, R. The
corresponding boundary conditions are

S = 1,
∂ I

∂ z
= 0 and R = 0

at z = 0, 1. The basic states of S, I and R are

SB = 1, IB = 0 and RB = 0 (3)

for any values of λ and δ. We introduce the perturbations φ, θ and ψ to the base state
so that S = 1 +φ, I = θ+ 0 and R = ψ+ 0. Hence the system of equations (2) becomes

∂φ

∂t
= ∇2φ− θ − φ θ + δ ψ,

∂θ

∂t
= ∇2θ + φ θ + (1− λ) θ,

∂ψ

∂t
= ∇2ψ + λ θ − δ ψ, (4)

subject to

φ = 0,
∂ θ

∂ z
= 0 and ψ = 0

at z = 0, 1.

3 Stability Threshold Condition

Following a standard procedure (see [21] and [22]), the linearized system of equations
governing the convective perturbations is given by

∂φ

∂t
= ∇2φ− θ + δ ψ,

∂θ

∂t
= ∇2θ + (1− λ) θ,

∂ψ

∂t
= ∇2ψ + λ θ − δ ψ. (5)

We investigate the linear stability by considering the normal modes [Φ,Θ,Ψ] =
[Φ(z),Θ(z),Ψ(z)] exp(iK · X+ σ t), where X = 〈x, y〉, σ is the growth rate and |K| = k
is the wavenumber in the system of equations (5) to obtain the following system of second
order ordinary differential equations:

σΦ = (D2 − k2)Φ−Θ + δΨ, (6)

σΘ = (D2 − k2)Θ + (1− λ) Θ, (7)

σΨ = (D2 − k2)Ψ + λΘ− δΨ. (8)
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where D = d/d z.

Multiply both sides of equation (7) by the complex conjugate of Θ and integrate with
respect to z from 0 to 1 to get

σ =
−〈|DΘ|2〉 − (k2 + λ− 1)〈|Θ|2〉

〈|Θ|2〉
, (9)

where 〈·〉 =
∫ 1

0
· d z. If σ = 0, the solution of equation (7) is Θ = A1 coshα z+A2 sinhα z,

where α =
√
k2 + λ− 1. Apply the boundary conditions

dΘ

d z
= 0 at z = 0, 1. We get

α = 0 and hence, λ = 1 − k2. Thus, the critical λ value, λc = 1 when the wavenumber

k = 0. Therefore, the reproduction number R =
1

λ
=

1

1− k2
and hence Rc = 1.

Theorem 3.1 The model (2) has a supercritical instability region whenever the re-
production number R > 1.

The numerical simulation of the relation between the reproduction number R and
the wavenumber k is depicted in Figure 1. Figure 2 shows the plot of the recovered
compartment R as functions of z.
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Figure 1: The plot of the repro-
duction number R as a function of
the wavenumber k.
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Figure 2: The plot of the recovered
compartment, R, as functions of z
with r = 0.1, β = 0.9, δ = 0.01 and
S0 = 1000.

4 Weakly Nonlinear Stability Analysis

A nonlinear evolution equation will be derived in this section. Since the population
wavenumber is zero, the long wavelength expansion can be applied to the equations
(5). A small perturbation parameter ε, 0 < ε � 1, will be introduced. We scale the
dimensions

∂

∂ x
= ε1/2

∂

∂ X
,

∂

∂ y
= ε1/2

∂

∂ Y
,

∂

∂ z
=

∂

∂ Z
, τ = ε2 t

and we expand λ = 1− ε2µ2

φ = ε φ1 + ε2 φ2 + · · · ,

θ = ε θ1 + ε2 θ2 + · · · ,
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ψ = ε ψ1 + ε2 ψ2 + · · · ,
δ = ε δ1 + ε2 δ2 + · · · ,

where µ, δ1 and δ2 are of O(1) quantities. For simplicity, we consider the one-dimensional
problem. The O(ε) problem is described by

D2φ1 − θ1 = 0,

D2θ1 = 0,

D2ψ1 + θ1 = 0, (10)

where D = ∂/∂ Z. It is subject to the boundary conditions ψ1 = φ1 = 0 and ∂θ1/∂ Z = 0
at Z = 0, 1. Its solution is given by

θ1 = f(X, τ),

φ1 =
f

2
(Z2 − Z),

ψ1 = −f
2

(Z2 − Z).

Proceed to the next order, the O(ε2) problem is described by

D2 φ2 + (φ1)XX − θ2 − θ1 φ1 + δ1 ψ1 = 0,

D2 θ2 + (θ1)XX + θ1 φ1 = 0,

D2 ψ2 + (ψ1)XX + θ2 − δ1 ψ1 = 0,

subject to the boundary conditions ψ2 = φ2 = 0 and ∂θ2/∂ Z = 0 at Z = 0, 1. Its
solution is given by

φ2 = −fXX
12

(
Z4 − Z3

)
− f2

720

(
Z6 − 3Z5 − 30Z4 + 60Z3 − 28Z

)
,

+
δ1 f

24

(
Z4 − 2Z3 + Z

)
+
B

2

(
Z2 − Z

)
,

θ2 = −fXX
2

Z2 − f2

24

(
Z4 − 2Z3

)
+B,

ψ2 =
fXX
12

(
Z4 − Z3

)
+

f2

720

(
Z6 − 3Z5 + 2Z

)
− δ1 f

24

(
Z4 − 2Z3 + Z

)
− B

2

(
Z2 − Z

)
,

where

B =
137

1512
f2 +

1

21
fXX +

17 δ1
168

f.

Proceeding to the order O(ε3), we get

(θ1)τ = D2θ3 + (θ2)XX − µ2 θ1 + θ2 φ1 + θ1 φ2. (11)

Application of the orthogonality conditions on equation (11) yields the sought evolution
equation:

fτ = − 5

42
fXXXX−

17 δ1
168

fXX−µ2 f− 199

45360
f3− 43

5040
f2+

11

1260
f fXX+

1559

15120

(
f2
)
XX

.

(12)
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5 Pattern Formation

By generalizing the procedure which has been used above, the three-dimensional nonlin-
ear evolution equation will be obtained:

fτ = − 5

42
∇4
H f−

17 δ1
168

∇2
H f−λ1 f−

199

45360
f3− 43

5040
f2+

11

1260
f ∇2

H f+
1559

15120

(
∇2
H f

2
)
,

(13)
where ∇H = (∂/∂ X, ∂/∂ Y ). Upon using the following transformation in equation (13):

ξ =

√
17δ1
40

X, ζ =

√
17δ1
40

Y, η =
289 δ21

13440 τ
, f = µ2 F ,

equation (13) is transferred to

Fη = −∇4
H F − 2∇2

H F − ω F −AF 3 −B F 2 + C F ∇2
H + E∇2

HF
2, (14)

where ∇H = (∂/∂ ξ, ∂/∂ ζ), A =
1592µ2

7803 δ21
, B =

344µ

867 δ1
, C =

44µ

255 δ1
, E =

1559µ

765 δ1
and

ω =
13440

289 δ21
µ2.

The linear stability analysis will be applied, where the growth rate of normal modes
with small amplitude can be determined by considering the linearized version of equation
(14)

∂ F

∂ η
= −∇4

H F − 2∇2
H F − ω F. (15)

Application of the normal modes f = exp(σ η + iK · r), where σ is the growth rate, K
is the wave vector such that |K| = k and r = (ξ, ζ), in equation (15) yields

σ = −(k2 − 1)2 + 1− ω.

Hence, the range of instability is 0 < ω < 1. That is, 0 < mu2 <
289 δ21
13440

. The effect

of nonlinear terms in the evolution equation (14) can be depicted by considering the
following expansions:

F = ε F1 + ε2 F2 + · · · ,

ω = 1− ε ω1 − ε2 ω2 − · · ·

and η = ε2 η̂. The solution to the O(ε) which is described by

∇4
H F1 + 2∇2

H F1 + F1 = 0 (16)

is given by

F1(ξ, ζ, η̂) = U(η̂) cos (ζ) + V (η̂) cos

(√
3 ξ

3

)
cos

(
ζ

2

)
. (17)

Equation (17) yields a roll structure when V (η̂) = 0 and a square structure when U(η̂) =
0. Proceed to the next order O(ε2), the problem is described by

∇4
H F2 + 2∇2

H F2 + F2 = ω1 F1 −B F 2
1 + C F1∇2

H F1 + E∇2
H F

2
1 . (18)
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Upon averaging equation (18) by multiplying both sides by F1 and integrating over the
domain of ξ and ζ, we get ω1 = 0. Hence the solution of equation (18) is given by

F2 = −
(
B + C

2
+

(
B + C + 4E

2

)
cos(ζ)

)
U2

−2

(
E cos

(
3 ζ

2

)
+ (E +B + C) cos(ζ) cos

(
ζ

2

))
× cos

(√
3 ξ
)
U V+[(

B + C − E
4

)
cos(ζ)−

(
C +B

4

)
−
(

3E + C +B

4

)
+

(
4E −B − C

4

)
cos(ζ) cos(

√
3 ξ)

]
V 2.

Proceed to the next order, O(ε3), the problem is described by

∂ F1

∂η̂
= −∇4

H F3 − 2∇2
H F3 − F3 + ω1 F2 + ω2 F1

−AF 3
1 −B F1 F2 + C

(
F1∇2

HF2 + F2∇2
HF1

)
+ E∇2

H(F1 F2). (19)

In order to obtain the amplitude equations, we will average equation (19) with F1 to get

〈∂ F1

∂η̂
, F1〉 = −〈∇4

H F3 + 2∇2
H F3 + F3, F1〉

+ 〈ω2 F1 −AF 3
1 −B F1 F2, F1〉+ 〈C

(
F1∇2

HF2 + F2∇2
HF1

)
+ E∇2

H(F1 F2), F1〉. (20)

The following are the amplitude equations of U and V :

∂ U

∂η̂
= −Γ1 U

3 + ω2 U + Γ2 U V
2, (21)

∂ V

∂η̂
= −Γ3 V

3 + ω2 V + Γ2 V U
2, (22)

where

Γ1 =
398

2601 δ1
− 1341428296

169130025 δ21
, Γ2 =

2504438396

169130025 δ21
− 796

2601 δ1

and

Γ3 =
199

1734 δ1
− 320488891

56376675 δ21
.

We set V = 0 in equation (21) to determine the stability of roll structure. Hence the

equilibrium points are (U, V ) = (0, 0) and (U, V ) =

(
±
√
ω2

Γ1
, 0

)
.

Theorem 5.1 If Γ1 > 0 and ω2 > 0, then the roll solutions exist and the bifurcation
is sub-critical. If both Γ1 and ω2 are negative, then the roll solutions exist and the
bifurcation is supercritical.

Following the same analysis, the square structure can be determined. If we set U = 0

in equation (22), the equilibrium points are (U, V ) = (0, 0) and (U, V ) =

(
0,±

√
ω2

Γ3

)
.
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Theorem 5.2 The square solutions exist with sub-critical bifurcation when both Γ3

and ω2 are positive. But if both are negative, the square solutions exist with supercritical
bifurcation.

To determine the hexagons structure, we set V = 2U in equation (17) and assume
that η = ε η̂. Hence, the O(ε2) problem is described by

∂ F1

∂η̂
= −∇4

H F2 − 2∇2
H F2 − F2 + ω1 F1 −B F 2

1 + C F1∇2
H F1 + E∇2

H F
2
1 . (23)

To obtain the amplitude equation for hexagons, we average equation (23) with F1 so
that

〈∂ F1

∂η̂
, F1〉 = 〈−∇4

H F2−2∇2
H F2−F2+ω1 F1−B F 2

1 +C F1∇2
H F1+E∇2

H F
2
1 , F1〉. (24)

Thus, the amplitude equation for hexagons is given by

∂ U

∂ η̂
=

(
ω1 +

1559

765 δ1

)
U + ΓU2, (25)

where Γ = − 2468

4335 δ1
.

Theorem 5.3 Since Γ < 0, the solution of equation (14) has sub-critical down
hexagons formation.

6 Uniformly Periodic Valid Solution

Upon applying the following scales on equation (12) f = ah, ξ = bX, τ̂ = eτ , γ = aλ1,
e = 1/a, we obtain

∂ h

∂τ̂
= −hξξξξ − 2µ2 hξξ − γ h− α1 h

2 − α2 h
3 + α3 hhξξ + α4 (hξ)

2, (26)

where a =
6√
65

, b =
4

√
7

√
13

5
, µ2 =

17 δ1

8
√

455
× 4

√
13

5
, α1 =

43

9100
, α2 =

199

13650
√

65
,

α3 =
5

6
√

7
× 4

√
13

5
and α4 =

1559

1950
√

7
× 4

√
13

5
.

We investigate the stability of the static solution of equation (26), when its linear
part is given by

∂ h

∂τ̂
= −hξξξξ − 2µ2 hξξ − γ h. (27)

Upon introducing the normal modes h(ξ, τ) = eστ+i k ξ, we obtain the following dispersion
relation:

σ = −(k2 − µ2)2 − γ. (28)

The static state solution is unstable whenever γ < µ4. To investigate the weakly nonlinear
stability of the evolution equation we introduce the small parameter, ε� 1, and conduct
the perturbation analysis near the linear solution. We expand

γ = µ4 − ε γ1 − ε2 γ2, τ = ε2 η,
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h = ε h1 + ε2 h2 + ε3 h3 + · · ·

The order O(ε) of equation (26) is described by

(h1)ξξξξ + 2µ2 (h1)ξξ + γ h1 = 0. (29)

The solution of equation (29) is h1 = cos(µξ). Because of the secular terms, we will
apply the Poincaré - Lindstedt method [23] to obtain a uniformly valid periodic solution.
Substitute ν = w ξ and expand w = 1 + εw1 + ε2 w2 + · · · in equation (26) to obtain

w4 hνννν + 2µ2 w2 hνν + γ h = α1 h
2 + α2 h

3 + w2
(
α3 hhνν + α4 (hν)2

)
. (30)

Define: L (h) = hνννν + 2µ2 hνν + γ h. The order O(ε) problem is described by

L (h1) = 0. (31)

The solution of equation (31) is h1 = cos(µν). Proceed to order O(ε2), the problem
is described by

L (h2) = γ1 cos(µν) + Γ1 + Γ2 cos(2µν). (32)

To remove the secular terms, we set γ1 = 0, which means that there is no subcritical

instability. The solution of the resulting equation is given by h2 =
Γ1

µ4
+

Γ2

9
cos(2µν),

where

Γ1 =
1

2

(
α1 − µ2 α3 + µ2 α4

)
and Γ1 =

1

2

(
α1 − µ2 α3 − µ2 α4

)
.

Proceed to the next order O(ε3), the problem is described by

L (h3) =

[
−4µ4 w2

1 + γ2 −
Γ1

µ4
(2α1 + µ2 α3)

+
Γ2

36
(−4α1 − 27α2 − 10µ2α3 + 16µ2α4)

]
cos(µν)−

[w1

18
(96µ4Γ2 + 9µ2α3)

]
cos(2µν)

+

[
Γ2

36
(−4α1 − 9α2 − 10µ2α3 + 16µ2α4)

]
cos(3µν)− w1µ

2 α3

2
. (33)

Removing the secular term by setting

−4µ4 w2
1 + γ2 −

Γ1

µ4
(2α1 + µ2 α3) +

Γ2

36
(−4α1 − 27α2 − 10µ2α3 + 16µ2α4) = 0

yields

w1 = ±

√
γ2

4µ4
− Γ1

4µ8
(2α1 + µ2α3) +

Γ2

144µ4
(−4α1 − 27α2 − 10µ2α3 + 16µ2α4).

Upon solving the rest of equation (33), we get

h3 =

[
w1

3µ2
(32µ2Γ2 + 3α3)

]
cos(2µν) +

[
Γ2

2304µ4
(−4α1 − 9α2 − 10µ2α3
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+16µ2α4)
]

cos(3µν) +
w1 α3

2µ2
. (34)

Thus, a uniformly valid steady state solution to equation (26) is given by

h = cos(µ(1 + εw1)ξ) ε+

(
Γ1

µ4
+

Γ2

9
cos(2µ(1 + εw1)ξ)

)
ε2

+

([
w1

3µ2
(32µ2Γ2 + 3α3)

]
cos(2µ(1 + εw1)ξ))

+

[
Γ2

2304µ4
(−4α1 − 9α2 − 10µ2α3 + 16µ2α4)

]
cos(3µ(1 + εw1)ξ)) +

w1 α3

2µ2

)
ε3.

(35)
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Figure 3: The plot of h as a function of ξ with µ = 0.3 (dotted line), µ = 0.7 (solid line), µ = 1
(dashed line) and γ2 = 10.

7 Conclusion

An SIRS model for the spread of a disease has been considered. This model involves
the spatial diffusion so that the effect of landscape can be captured. The domain of the
model is not infinite, it is complemented with two horizontal boundaries. The stability
threshold condition is obtained so that whenever the reproduction number R > 1, a
supercritical instability region is depicted. See Theorem 3.1.

Because of the infinite wavelength, the weakly nonlinear stability analysis was con-
ducted by applying the long wavelength asymptotic analysis method and the proposed
model is reduced to a single evolution equation (12). Full pattern formation analysis of
equation (12) is carried out and the subcritical down hexagons are depicted.

It is found that there exists a stable uniform solution, namely F = 1. Upon retrieving

the original variables, we have f = µF =

√
1− λ
ε

, which yields the following expression

of infected, susceptible and recovered:

I =

√
1− λ
ε

, S = 1 +

√
1− λ
2ε

(Z2 − Z), R =

√
1− λ
2ε

(Z − Z2).
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Figure (4) shows the plot of I as a function of the reproducing number R and the
space dependent functions S and R.
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Figure 4: The plot of the infected, I, as a function of the reproduction number, R, (left), the
plot of the susceptible, S, as a function of z, (middle), and the plot of the recovered, R, as a
function of z, (right).

Moreover, the Poincaré-Lindstedt method is applied to obtain a uniformly periodic
valid steady state solution which is depicted in Figure 3.
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Abstract: A modified 2-D discrete chaotic system with rational fraction is intro-
duced in this paper, it has more complicated dynamical structures than the Hénon
map and Lozi map. Some dynamical behaviors, value domain, fixed point, period-
doubling bifurcation, the route to chaos, and Lyapunov exponents spectrum are fur-
ther investigated using both theoretical analysis and numerical simulation. In partic-
ular, the map under consideration is a simple rational discrete bounded map capable
of generating multi-fold strange attractors via period-doubling bifurcation routes to
chaos. This new discrete chaotic system has extensive application in many fields such
as optimization chaos and secure communication.

Keywords: 2-D rational chaotic map; new chaotic attractor; coexisting attractors.
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1 Introduction

A discrete-time dynamical system is given by a map T : X → X from a space X
into itself; we are interested in the asymptotic behavior of sequences (x(n)) defined by
x(n+1) = T (x(n)), depending on the initial condition x(0). Interest in dynamical systems
sprang up in the 1960s-70s when it was shown that: (a) very simple dynamical systems
can have an extremely complex ”chaotic” behavior, which appears to be ”random”;
(b) such ”chaotic” behavior can paradoxically be ”stable”; (c) the behavior of some
dynamical systems is so ”chaotic” and ”random” that it is best studied statistically. One
of these models is the Lozi map [1, 2]. Moreover, it is possible to change the form of
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the Lozi map for obtaining others chaotic attractors [1, 3–6]. In [7], a one-dimensional
discrete chaotic system with rational fraction was proposed. In [8], the authors extended
the first one-dimensional discrete chaotic system with two-dimensional and in a recent
work given in [9] the dynamics of a new simple 2-D rational discrete mapping was studied.
In particular, an example of coexistence of several chaotic attractors was presented and
discussed. In this paper, we propose the new discrete chaotic system with rational
fraction given by

f(x, y) =

(
y + 1− a.( 1

0.1+x2 )

b.x

)
. (1)

The map (1) is obtained by changing the term |x| in the nonlinear Lozi mapping by
the fraction ( 1

0.1+x2 ), the discrete iterative systems with rational fraction was discov-
ered in the study of evolutionary algorithm, this type of applications is used in secure
communications using the notions of chaos [10,11].

2 Analytical Results

The new chaotic attractors described by map (1) have several important properties such
as: (i) The map (1) is defined for all points in the plane. (ii) The associated function
f(x, y) of the map (1) is of class C∞(R2), and it has no vanishing denominator. (iii) The
system (1) and the Lozi system are not topologically equivalent, because the Lozi system
is a piecewise linear, but the model (1) is a nonlinear system.

3 Fixed Points and Their Stability

In this section, we begin by studying the existence of fixed points of the f mapping and
determine their stability type. Indeed, we have{

x = bx+ 1− a
( 1

0.1 + x2
)
,

y = bx.
(2)

Hence, x = bx+ 1− a
( 1

0.1 + x2
)
, then [(1− b)x− 1](0.1 + x2) + a = 0, so

(1− b)x3 − x2 + 0.1(1− b)x− 0.1 + a = 0. (3)

First, eliminate the term x2 by substituting x = X − (− 1
3(1−b) ) which yields the reduced

cubic equation X3 + PX + q = 0, where

P = 0.1− 1

3(1− b)2
(4)

and

q = − 2

27(1− b)
+
a− 0.1

1− b
+

0.1

3(1− b)2
. (5)

The reduced cubic equations with the negative discriminate 27q2 + 4p3 will have 3
real roots only if P < 0.

Proposition 3.1 The f mapping will have 3 fixed points only if

b ∈]1−
√

10
3 , 1[∪]1, 1 +

√
10
3 [.
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Proof. Let {
x = b.x+ 1− a.( 1

0.1+x2 ),

y = b.x.

Then we have x = b.x+ 1− a( 1
0.1+x2 ). Hence, [(1− b)x− 1](0.1 + x2) + a = 0. That is,

(1−b)x3−x2+0.1(1−b)x−0.1+a = 0. In this case, we have q2 < − 4
27p

3 ⇔ q2 < − 4
27p×p

2

only if p < 0. That is, 0.1− 1
3(1−b)2 < 0; (b− 1 6= 0). so 1

3(1−b)2 > 0.1, then (1− b)2 < 10
3 .

Thus 1−
√

10
3 < b < 1 +

√
10
3 .

The Jacobian matrix of the map (1) is

J =

( 2ax
(0.1+x2)2 1

b 0

)
.

We have |J | = −b. So, if b > −1, then the system is dissipative. J has the following
characteristic polynomial:

P (λ) = λ2 − 2ax

(0.1 + x2)2
λ− b,

so, the eigenvalues are

λ1,2 =
ax

(0.1 + x2)2
±

√
(ax)2

(0.1 + x2)4
+ b.

It is easy to check that the smallest absolute values are always less than 1. Then we
deduce that the fixed points are of saddle type.

4 Determination of Bounded and Unbounded Orbits

We remark that the variations of the right-hand side of system (1) depend mainly on the
fraction which is a smooth function. In what follows, we shall prove the boundedness of
system (1) using a comparison criterion. It is possible to rewrite system (1) in the form
(6) below:

xn+1 = 1− (
a

0.1 + x2n
) + bxn−1. (6)

Now, by successive substitution of the terms of the sequence (xn)n we can prove that
this sequence is bounded for all b < 1 as shown by the following result.

Theorem 4.1 For every n > 1, and all values of a and b, and for all values of the
initial conditions (x0, x1) ∈ R2, the sequence (xn)n satisfies the following conditions:

(a) If b 6= 1, then

xn =


b
n−1
2 −1
b−1 + b

n−1
2 x1 − a

m=n−1
2∑

m=1

bm−1

0.1+x2
n−(2m−1)

if n is odd,

b
n
2 −1
b−1 + b

n
2 x0 − a

m=n
2∑

m=1

bm−1

0.1+x2
n−(2m−1)

if n is even;

(7)
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(b) If b=1, then

xn =


n−1
2 + x1 − a

m=n−1
2∑

m=1

1
0.1+x2

n−(2m−1)

if n is odd,

n
2 + x0 − a

m=n
2∑

m=1

1
0.1+x2

n−(2m−1)

if n is even.

(8)

.

Theorem 4.2 The sequence (xn)n given in (1) satisfies the following inequality:

∀a, b ∈ R,∀n > 1, |1− xn + bxn−2| ≤ |10a|. (9)

Proof. We have for every n > 1: xn = 1− a.( 1
0.1+x2

n−1
) + b.xn−2, then one has

| − xn + 1 + bxn−2| = |
a

0.1 + x2n−1
| ≤ |10a|. (10)

Since x2n > 0, one has 0.1 + x2n > 0.1, so 1
0.1+x2

n
< 10, then we get | a

0.1+x2
n
| < |10a|.

5 Existence of Bounded and Unbounded Orbits

In the following theorem, we give sufficient conditions for bounded and unbounded orbits
of the system (1).

Theorem 5.1 For all a ∈ R and all initial conditions (x0;x1) ∈ R2:

i. The orbits of the map (1) are bounded in the following subregions of R4 :

Γ1 =
{

(a, b, x0, x1) ∈ R4/|b| < 1
}
. (11)

ii. The map (1) possesses unbounded orbits in the following subregions of R4 :

Γ2 =

{
(a, b, x0, x1) ∈ R4/|b| > 1, and both |x0|, |x1| >

|10a|+ 1

|b| − 1

}
(12)

and
Γ3 =

{
(a, b, x0, x1) ∈ R4/|b| = 1, and |10a| < 1

}
. (13)

Proof. I) From equation (1) and the fact that ( 1
0.1+x2

n
) is a bounded function for all

x ∈ R, one has the following inequalities for all n > 1:

|xn| ≤ 1 + |10a|+ |bxn−2|. (14)

If we replace the successive terms xn−2, xn−4, xn−6..., in the term xn, then the last term
is obtained:

|xn| ≤ (1 + |10a|) + |b|(1 + |10a|) + |b|2(1 + |10a|) + |b|3|xn−6|. (15)

Since |b| < 1, the use of (15) and induction about some integer k using the sum of a
geometric growth formula permits us to obtain the following inequalities for every n > 1,
k > 0 :

|xn| ≤ (1 + |10a|)(1− |b|k

1− |b|
) + |b|k|xn−2k|. (16)
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Thus, one has the following two cases:
1) if n = 2m+ 1, then (xn)n satisfies the following inequalities:

|x2m+1| ≤ (1 + |10a|)(1− |b|m

1− |b|
) + |b|m|x1| = wm; (17)

2) if n = 2m, then (xn)n satisfies the following inequalities:

|x2m| ≤ (1 + |10a|)(1− |b|m

1− |b|
) + |b|m|x0| = vm. (18)

Thus, since |b| < 1, the sequences (wm)m and (vm)m are bounded, and one has{
wn ≤ 1+|10a|

1−|b| + ||x1| − 1+|10a|
1−|b| | for all m ∈ N,

vn ≤ 1+|10a|
1−|b| + ||x0| − 1+|10a|

1−|b| | for all m ∈ N.
(19)

Thus, the previous formulas give the following bounds for the sequence (xn)n:

|xm| ≤ max(
1 + |10a|
1− |b|

+ ||x1| −
1 + |10a|
1− |b|

|, 1 + |10a|
1− |b|

+ ||x0| −
1 + |10a|
1− |b|

|). (20)

Finally, for all values of a and all values of b satisfying |b| < 1 and all initial conditions
(x0;x1) ∈ R2, one concludes that all orbits of the map (1) are bounded, i.e., in the
sub-region of R4

Γ1 =
{

(a, b, x0, x1) ∈ R4/|b| < 1
}
.

Hence the proof (i) is completed.

II) (a) For every n > 1 we have xn = 1 − a.( 1
0.1+x2

n−1
) + b.xn−2, then |b.xn−2 −

a.( 1
0.1+x2

n−1
)| = |xn − 1| and ||b.xn−2| − |a.( 1

0.1+x2
n−1

)|| ≤ |xn − 1|, (we use the triangular

inequality), this implies that

|b.xn−2| − |a.(
1

0.1 + x2n−1
)| ≤ |xn|+ 1. (21)

Since |( 1
0.1+x2

n−1
)| ≤ 10, this implies that |a( 1

0.1+x2
n−1

)| ≤ 10|a|.
|b.xn−2| − |a( 1

0.1+x2
n−1

)| ≥ |b.xn−2| − 10|a|. Finally, one has from (21) that

|b.xn−2| − (10|a|+ 1) ≤ |xn|. (22)

Then, by induction, as in the previous section, one has

|xn| ≥

{
( |10a|+1
|b|−1 + |x1|)|b|

n−1
2 + |10a|+1

|b|−1 if n is odd,

( |10a|+1
|b|−1 + |x0|)|b|

n
2 + |10a|+1

|b|−1 if n is even.
(23)

Thus, if |b| > 1 and both |x0|, |x1| > ( |10a|+1
|b|−1 ), one has limn→+∞|xn| = +∞.

(b) For b = 1, one has

|xn| ≥
{

(1− |10a|)(n−1
2 ) + |x1| if n is odd,

(1− |10a|)(n
2 ) + |x0| if n is even.

(24)
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Hence, if |10a| < 1, then one has limn→+∞|xn| = +∞.
For b = −1, one has from Theorem 1 the following inequalities:

xn ≤


−(n−1

2 ) + x1 + |a
m=n−1

2∑
m=1

(−1)m−1

0.1+x2
n−(2m−1)

| if n is odd,

−(n
2 ) + x0 + |a

m=n
2∑

m=1

(−1)m−1

0.1+x2
n−(2m−1)

| if n is even.

(25)

Because |( a(−1)m−1

0.1+x2
n−(2m−1)

)| ≤ |10a|, then one has

xn ≤
{

(|10a| − 1)(n−1
2 ) + |x1| if n is odd

(|10a| − 1)(n
2 ) + |x0| if n is even.

(26)

Thus, if |10a| < 1, then one has limn→+∞|xn| = +∞. Note that there is no similar proof
for the following subregions of R4 defined by

Γ4 =

{
(a, b, x0, x1) ∈ R4/|b| > 1, and both |x0|, |x1| ≤

|10a|+ 1

|b| − 1

}
(27)

and
Γ5 =

{
(a, b, x0, x1) ∈ R4/|b| = 1, and |a| ≥ 1

}
. (28)

Hence, the proof (ii) is completed.

6 Some Observed New Attractors

As already mentioned in the introduction, we study the two-dimensional discrete chaotic
system with two parameters a and b, obtained via a direct modification in the Lozi map,
where the absolute value term is replaced by the rational fraction defined on all R and
being differentiable continuous. This fact is the central idea which makes the solutions
of system (1) bounded for some values of b. This new map generates chaotic attractors
with multiple ”multifold” that evolves around three points as shown in Fig.1.

7 Numerical Simulations and Route to Chaos

In this section, the dynamic behavior of the map (1) is studied numerically. We shall
illustrate some observed chaotic attractors. The bifurcation diagram is a way for a
discrete dynamical system to make a transition from regular behavior to chaos [12]. To
demonstrate the chaotic dynamics, the largest Lyapunov exponent should be the first
thing to be considered, because any system containing at least one positive Lyapunov
exponent is defined to be chaotic. From Fig.2 and Fig.3, it is clear that the bifurcation
diagram well coincides with the spectrum of Lyapunov exponents. Fig.2 shows that
the system (1) can evolve into periodic and chaotic behaviors. Indeed, when a varies
from 0.108 to 0.347, it can be seen that there is a positive Lyapunov exponent over a
wide range of parameters, implying that the system is chaotic over this range. When a
increases in the region [0.118, 0.220], the system (1) converges to a stable fixed point.
In the interval section (0.108, 0.112), the trajectory of the system will turn to a stable
limit cycle. In addition, the system shows a periodic motion of some windows in the
chaotic region, i.e., [0.245, 0.255]. Finally, it is clear that the system is chaotic for
a ∈ (0.220, 0.245) ∪ (0.255, 0.347).
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Figure 1: Attractors of the map (1) with (a) a = 0.9, b = 0.9, (b) a = 0.9, b = 2, (c) a = 0.3,
b = 0.115, (d) a = 0.3, b = 0.3, (e) a = 0.6, b = 0.4, (f) a = 0.6, b = 0.9.

 

Figure 2: (a) The bifurcation diagram for the map (1) obtained for b = 0.3 and 0, 108 < a <
0.347. (b) Variation of the Lyapunov exponents of map (1) versus the parameter 0, 108 < a <
0.347 with b = 0.3.
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Figure 3: (a) The bifurcation diagram for the map (3) obtained for b = 0.9 and 0, 13 < a < 2.
(b) Variation of the Lyapunov exponents of map (3) versus the parameter 0, 13 < a < 2 with
b = 0.9.

8 Conclusion

In this paper we have presented a modified two-dimensional discrete chaotic system
with rational fraction, obtained via direct modification of the Hénon mapping. The
detailed dynamical behaviors of this map (which is useful for the evolutionary algorithm
and secure communication) are further investigated using both theoretical analysis and
numerical simulation.
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1 Introduction

An effective strategy for the practical implementation of the robust MPC is the tube-
based MPC. The design of a robust control law guarantees the satisfaction of hard con-
straints and is addressed by means of calculating a sequence of state space regions, called
an accessibility tube. The term tube is based on control techniques whose purpose is to
maintain all the possible trajectories of an uncertain system inside a sequence of admis-
sible regions using set-theory related tools. Such approach has been widely employed to
robustify MPC [1–5].

The tube-based robust model predictive control (TMPC) is an advanced control algo-
rithm that can deal with model uncertainty. The basic idea of the tube-based robust MPC
is to maintain a state trajectory of an uncertain system inside a sequence of tubes [6].
The TMPC is motivated by the fact that a real state trajectory differs from a state
trajectory of a nominal system due to uncertainty [17]. In 2001, [8] developed a tube-
based robust model predictive controller for a linear time-invariant (LTI) system subject
to bounded disturbance. The control law is obtained by solving an unconstrained LQR
problem. The objective is to drive the state of an uncertain system to a terminal set while
using the input as little as possible. Constraint fulfillment is guaranteed by replacing
the original constraints with more stringent ones. A larger control horizon implies better
control performance at the price of a higher computational load, so a suitable trade off
is required. In 2004, [11] proposed a tube-based robust MPC using the time-varying
control inputs instead of the LTI control law. A sequence of time-varying control inputs
is obtained by solving an optimal control problem subject to additional constraints sets
in order to guarantee robust stability. Since the control inputs are time-varying, the
proposed MPC algorithm can achieve better control performances than the conventional
tube-based MPC algorithm using the LTI control law.

Tube-based MPC approaches are motivated by the fact that the predicted evolution
of a system obtained using a nominal model differs from the real evolution due to un-
certainty. An MPC formulation that permits to consider this mismatch in the controller
synthesis is the tube-based one, whose basis consists in computing the region around the
nominal prediction that contains the state of the system under any possible uncertain-
ties [8–10].

Gonzalez et al. [12] proposed a tube-based robust MPC for tracking of a linear time-
varying (LTV) system subject to bounded disturbance. The proposed MPC algorithm
requires an additional assumption that the time-varying parameter at each step within
the prediction horizon is known a priori. Then a reachable set at each time step is
calculated instead of a disturbance invariant set in order to reduce the conservativeness.
Although the conservativeness is reduced, the computational problem is more severe
because both the optimal control problem and the reachable set are computed on-line.

Bumroongsri and Kheawhom [13] proposed a strategy for the design of a tube-based
output feedback MPC which is independent of the estimation method employed. They
formulate a control policy by choosing a candidate estimate that is consistent with the
reachable sets of the system under control. The proposed method can be combined
with any estimation scheme as long as the assumed error bounds are satisfied. They
show that the proposed method is recursively feasible, robustly exponentially stable, and
performs better than other available strategies. The idea of the Tube MPC is motivated
by robustness considerations for system dynamics affected by bounded disturbances.

In this work, a new strategy for formulation of an optimal problem of the robust
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tube MPC based on zonotopic invariant sets was established. This method contains two
steps. The first one, off-line, calculates a sequence of state feedback control laws for
global systems corresponding to a sequence of zonotopic invariant sets using the LMI
technique proposed by [14]. For the nominal system, a feedback control law using the
LQR problem is computed. The second step, on-line, at each sampling time, determines
the smallest invariant tube containing the measured state and implements the computed
state feedback control. Such a control is obtained from the last two control laws. Finally,
the global control law is applied to the original process allowing to improve system control
performances.

The paper is organized as follows. General problem setup is presented in Section 2.
Then, in Section 3, the robust model predictive control is described. Polyhedral and
zonotopic sets are introduced in Section 4. Main result is presented in Section 5. The
implementation of the proposed algorithm is illustrated in two numerical examples in
Section 6. Finally, the paper is concluded.

2 General Problem Setup

Consider the following discrete-time LTV system with disturbance:

xk+1 = A(k)xk +B(k)uk + w, (1)

where x(k) ∈ Rn is the state, u(k) ∈ Rn is the control input, w ∈ Rn is the bounded
disturbance. The system is subject to the state constraint x ∈ X, the control constraint
u ∈ U , and the disturbance constraint w ∈ W , where X ⊂ Rn, U ⊂ Rm and W ⊂ Rn

are convex polytopes and each set contains the origin as an interior point.

Remark 2.1 [A(k), B(k)] ∈ conv {[Aj , Bj ],∀j ∈ 1, 2, ..., L}, where [Aj , Bj ] are ver-
tices of the convex hull and L is the number of vertices of the convex hull. The pair
[Aj , Bj ] is controllable.

Let the nominal system be defined by

x
′

k+1 = Ax
′

k +Bu
′

k, (2)

where x
′ ∈ Rn and u

′ ∈ Rm are the state and control input of the nominal system,
respectively. Now, we calculate the difference between the global and the nominal system:

xk+1 − x
′

k+1 = Axk +Buk + w − (Ax
′

k +Bu
′

k)

= A(xk − x
′

k) +B(uk − u
′

k) + w.
(3)

The objective is to robustly stabilize the system (1). The presence of a persistent dis-
turbance w means that it is not possible to regulate the state x to the origin. The best
that can be hoped for, is to regulate the state to a neighborhood of the origin. Then the
proposed idea is to compensate the mismatch between the real and the nominal state,
and to steer the nominal system as close as possible to the reference without constraints
violation. For that purpose, we consider the following control law:

uk = K(xk − x
′

k) + u
′

k, (4)

where K is the disturbance rejection gain whose goal is to compensate the system
realisation at each sampling instant.
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The system (3) is rewritten as

xk+1 − x
′

k+1 = (A+BK)(xk − x
′

k) + w. (5)

Then, using the nominal dynamics, an effective invariant tube is defined in the state
space of the nominal system and a deterministic finite horizon optimization problem
is formulated and solved on-line resulting in an optimal sequence of nominal controls

u
′

k =
{
u
′

k/k, u
′

k+1/k, ...
}

. Finally, the control law (4) is implemented to the process (1).

3 Robust Model Predictive Control

In this section, we present an off-line step for the MPC problem developed by [15], which
consists in determining a sequence of feedback control law. In order to build an invariant
tubes based on zonotopes, from the gains Ki to be found by this algorithm we establish
the zonotopic invariant sets.

By solving the optimization problem presented in (6)-(10), we obtain a state feedback
control law uk = Kixk with a state feedback gain Ki = YiQ

−1
i that can stabilize the

system while satisfying the input and output constraints.
The optimization problem is shown in the following LMI:

min
γi,Yi,Qi

γi (6)

subject to [
1 xTi

xi Qi

]
> 0, (7)


Qi QATj + Yi

TBTj QiΘ
1/2 Yi

TR1/2

AjQi +BjYi Qi 0 0

Θ1/2Qi 0 γiI 0

R1/2Yi 0 0 γiI

 > 0 ∀j = 1, 2, . . . , L, (8)

[
X Yi

Yi
T Qi

]
> 0, Xhh 6 u2h,max, h = 1, 2, . . . , nu, (9)

[
S C((AjQi +BjYi)

(AjQi +BjYi)
TCT Qi

]
> 0, Srr 6 y2r,max,

r = 1, 2, . . . , ny, ∀j = 1, 2, . . . , L,

(10)

whereQ is a symmetric matrix. For each Ki, calculate the sequence of zonotopic invariant
sets as shown in [14].

4 Polyhedral and Zonotopic Sets

Definition 4.1 (G-representation of a zonotope) Given a vector c ∈ Rn and a set
G = {g1, ... , gm} of vectors of Rn, m > n, a zonotope Z of order m is defined as follows:

Z =

{
x ∈ Rn, x = c+

p∑
i=1

γigi; −1 6 γi 6 1

}
. (11)
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The vector c is called the center of the zonotope Z. The vectors g1, ..., gm are called
generators of Z.

Definition 4.2 (V-representation of a polytope). Given r vertices vi ∈ Rn, P =
conv {v1, ..., vr} is a convex polytope, where conv is the convex hull operator. To obtain
zonotopic sets from polyhedral ones, we have to perform the following three steps:
Step 1: Compute the vertices vi ∈ Rn (V-representation) of all N polytopes Si, i =
1, ..., N .
Step 2: Obtain the minimum and maximum values of each polytope i:

mmin = min(V 1
i , ..., V

r
i ) ,

mmax = max(V 1
i , ..., V

r
i ),

(12)

where V ri is the i-th component of the vector V j and r is the number of the vertices of
each polytope.
Step 3: Compute a G-representation of the n-dimensional interval [mmin,mmax]:

[mmin,mmax] =

{
x = c+

P∑
i=1

γi.gi ,−1 6 γi 6 1

}
, (13)

where

c = 0.5(mmin +mmax), (14)

g
(i)
i =

{
0.5(mmax −mmin), if i = j,

0, otherwise.
(15)

5 Main Result

In this part, we propose a robust tube-based MPC controller via invariant zonotopic
sets. The idea of the Tube MPC is motivated by robustness considerations for system
dynamics affected by bounded disturbances instead of considering each possible distur-
bance sequence separately in the prediction. The effect of the bounded disturbances is
over-approximated by a sequence of sets which contains all possible state trajectories. In
order to prevent these sets from growing too quickly within the prediction horizon, feed-
back is assumed in the predictions. Here we do not consider system dynamics affected
by disturbances at each time instance, but instead consider (uncertain) initial offsets,
which lead to a similar uncertainty in the predictions. In this way, we use robust MPC
methods in order to approximate the input generated by a (nominal) MPC controller for
an infinite number of initial conditions by a single robust MPC controller.

Determination of the invariant tube: Consider the zonotopic sets

Z =

{
x ∈ Rn, x = c+

p∑
i=1

γigi; −1 6 γi 6 1

}
. (16)

The predicted state trajectory when the initial state x
′

=
(
x
′

0/k
, x
′

1/k
, . . . , x

′

N−1/k

)
, where

x
′

k/k ⊆ Rn is the k steps ahead prediction calculated from the set of initial conditions
xk.
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An invariant tube is written in the form

T =
({
x
′

0/k

}
⊕ Z,

{
x
′

1/k

}
⊕ Z, . . . ,

{
x
′

N−1/k

}
⊕ Z

)
, (17)

where ⊕ is the Minkowski sum. Since xk+1 − x
′

k+1 is bounded by T , we can control the

nominal system x
′

k+1 = Ax
′

k +Bu
′

k in such a way that the LTI system with disturbance
xk+1 = A(k)xk + B(k)uk + w satisfies the original state and control constraints x ∈ X
and u ∈ U , respectively. To achieve this, the tighter constraint sets for the nominal
system are employed, x

′

i ∈ X ⊕ T , u
′

i ∈ U ⊕KT for i ∈ {0, ... , N − 1}.
It has been demonstrated, that the control law uk = K(xk − x

′

k) +Klqrx
′

k keeps the

states x of the original system xk+1 = A(k)xk +B(k)uk + w close to the state x
′

of the
nominal system x

′

k+1 = Ax
′

k + Bu
′

k. It is clear that if we can regulate x
′

to the origin,
then x must be regulated to a robust positively invariant set T whose center is at the
origin.

Terminal cost and terminal invariant set: A common technique to ensure the asymp-
totic stability of MPC is to incorporate both a terminal cost and a set of terminal
constraints [16, 17]. In this part, we are interested in the two problems related to the
nominal system (2). Note that the stability properties for analogous control approaches
have been analyzed in the literature. The goal of the final cost is to provide closed-loop
stability. For this reason, it requires the use of a Lyapunov function with a stabilization
control law. In our case, a procedure similar to [1] was followed for the nominal system
(2).

In order to ensure stability, an additional terminal constraint is implemented,
x
′

N ∈ X
′

f ⊂ X ⊕ T , where X
′

f is the terminal constraint set.

Hence, (A+BK)X
′

f ⊂ X
′

f , X
′

f ⊂ X⊕T, KX
′

f ⊂ U⊕KT , and Vf (A+BK)x
′
+l(x

′
, u
′
) 6

Vf (x
′
), ∀x′ ∈ X ′f ,

where uk = K(xk − x
′

k) + Klqrx
′

k is the stage cost, and Vf (x
′
) = 1

2 (x
′
)TPx

′
is

the terminal cost, Θ, R and P are the positive definite weighting matrices.

Proposition 5.1 If xk ∈ x
′

k⊕T , x
′

k ∈ X⊕T and Klqrx
′

k ∈ U⊕T , with Klqr provided
by solving an LQR problem optimisation for the nominal system (2). Then the control law
uk = K(xk−x

′

k)+Klqrx
′

k of the global system (1) ensures satisfaction of the original con-
straints x ∈ X,u ∈ U for ∀w ∈W and [A(k), B(k)] ∈ conv {[Aj , Bj ],∀j ∈ 1, 2, ..., L}.

Proposition 5.1 states that the control law uk = K(xk−x
′

k)+u
′

k, where u
′

k = Klqrx
′

k,
ensures satisfaction of the original state and control constraints.

Theorem 5.1 For the LTV system as shown in (1), given the control law uk =
K(xk − x

′

k) + Klqrx
′

k with a state feedback gain K = Y Q−1 provided by solving the
optimization problem presented in (6)-(10) and a state feedback gain Klqr provided by
solving an LQR optimisation problem for the nominal system (2), the invariant tubes as
shown in (17) provide a set of states whereby the system will evolve to the origin without
input and output constraints violation.

Proof. The feedback gain Ki = YiQ
−1
i used in the construction of the zonotopic

invariant set Z, Z =

{
x ∈ Rn, x = c+

p∑
i=1

γigi; −1 6 γi 6 1

}
, is obtained by solving
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convex optimization problem with LMI constraints as shown in (6)-(10). The satisfaction

of (8) for a state feedback gain K ensures that ([Aj +BK]xk)
T
γQ−1 ([Aj +BK]xk)−

xTk γQ
−1xk ≤

[
xTk Θxk + uTkRuk

]
, j = 1, ..., l. Also, Vk = xTk γQ

−1xk is a strictly de-
creasing Lyapunov function (negative derivative) and the closed-loop system is robustly
stabilized by the state feedback gain K.

Hence, a set of initial states T =
({
x
′

0/k

}
⊕ Z,

{
x
′

1/k

}
⊕ Z, . . . ,

{
x
′

N−1/k

}
⊕ Z

)
is

constructed such that all predicted states remain inside T (xk ⊂ T ), and approach to the
origin without constraint violation. Moreover, the invariant tube T constructed is never
an empty set (T /∈ {}) because the given feedback gain Klqr is a stabilizable gain.

Corollary 5.1 The state of the LTV system with disturbance xk+1 = Axk+Buk+w
at each time step is restricted to lie within a tube whose center is the state of the nominal
LTV system x

′

k+1 = Ax
′

k +Bu
′

k.

So, in summary, with Theorem 1 and Proposition 1, the off-line tube robust MPC
algorithm based on zonotopes for the LTV system with disturbance xk+1 = Axk+Buk+w
can be formulated as follows.

Off-line:
– Solve (6)-(10) using Yalmip toolbox MATLAB.
– Calculate the feedback gain K = Y Q−1.
– Construction of the corresponding zonotopic invariant sets:

Z =

{
x ∈ Rn, x = c+

p∑
i=1

γigi; −1 6 γi 6 1

}
.

– Calculate the feedback gain Klqr, for the nominal system (2) using the LQR problem.

On-line: At each sampling time, calculate x
′

k+1 from x
′

k+1 =

(Aj +BKlqr)x
′

k, j = 1, 2, ..., L. Then obtain the invariant tubes T =({
x
′

0/k

}
⊕ Z,

{
x
′

1/k

}
⊕ Z, . . . ,

{
x
′

N−1/k

}
⊕ Z

)
, and we determine the smallest tube

invariant set containing the measured state and implement the corresponding state
feedback control law uk = Ki(xk − x

′

k) +Klqrx
′

k, i = 1, 2, ..., N , to the process.

6 Numerical Examples

6.1 Example 1

Let us consider an uncertain non-isothermal CSTR [12], where the exothermic reaction
A → B takes place. The reaction is irreversible and the rate of reaction is first order
with respect to component A. A cooling coil is used to remove heat that is released in
the exothermic reaction. The uncertain parameters are: the reaction rate constant k0
and the heat of reaction δHrxn. The linearized model based on the component balance
and the energy balance is given by the following state equations:{

ẋ (t) = Ax (t) +Bu (t) + w,
y (t) = Cx (t),

(18)

where

[
CA
T

]
is the state vector x(t) and

(
CA,F
FC

)
is the input control vector u(t).

Matrices are defined by



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 21 (1) (2021) 76–89 83

A =

[
0.85− 0.0986α(k) − 0.0014α(k)
0.9864α(k)β(k) 0.0487 + 0.01403α(k)β(k)

]
B =

[
0.15 0
0 − 0.912

]
, C =

[
1 0
0 1

]
,

, w = [0 0]
T
, (19)

where CA is the concentration of A in the reactor, CA,F is the feed concentration of A,
T is the reactor temperature, and FC is the coolant flow. The operating parameters
are: F = 1m3/min, V = 1m3, k0 = 109 − 1010min−1, E/R = 8330.1K, −?Hrxn =
107 − 108cal/kmol, ρ = 106g/m3, UA = 5.34106cal/(Kmin?) and Cp = 1cal/(gK).

Let CA = CA − CA,eq, CA,F = CA,F − CA,F,eq and FC = FC − FC,eq, where the
subscript eq is used to denote the corresponding variable at the equilibrium condition.
By discretization, using a sampling time of 15min, and the discrete-time model with[
CA(k)
T (k)

]
as a state vector

[
CA,F
FC(k)

]
as a control vector, is given as follows:{

x(k + 1) = Ax(k) +Bu(k) + w,
y(k) = Cx(k)

(20)



x(k + 1) =

[
CA(k + 1)
T (k + 1)

]
=

[
0.85− 0.0986α(k) − 0.0014α(k)
0.9864α(k)β(k) 0.0487 + 0.01403α(k)β(k)

] [
CA(k)
T (k)

]
+

[
0.15 0
0 − 0.912

] [
CA,F
FC(k)

]
,

y(k) =

[
1 0
0 1

] [
CA(k)
T (k)

]
,

(21)

where 1 ≤ α(k) = k0/109 ≤ 10 and 1 ≤ β(k) = −∆Hrxn/107 ≤ 10.
The two parameters α(k) and β(k) are independent of each other. Then we consider

the following polytopic uncertain model with four vertices:

Ω = conv



[
0.751 − 0.0014
0.986 0.063

]
,

[
0.751 − 0.0014
9.864 0.189

]
[

0.751 − 0.0014
0.986 0.063

]
,

[
0.751 − 0.0014
9.864 0.189

]
 . (22)

These matrices are used to calculate four off-line feedback gains Klqr for the nominal

system x
′

k+1 = Ax
′

k +Bu
′

k.

The objective is to regulate the concentration CA and the reactor temperature T to
the origin by manipulating CA,F and FC , respectively. These variables are constrained
by
∣∣CA,F ∣∣ ≤ 0.5 kmol/m3 and

∣∣FC∣∣ ≤ 1.5m3/min.
The weighting matrices in the cost function are given as Θ = I and R = 0.1I.
Let us choose a sequence of states

xi =

 (0.0525, 0.0525), (0.0475, 0.0475),
(0.0425, 0.0425), (0.0375, 0.0375),
(0.0325, 0.0325), (0.0275, 0.0275).

 . (23)

The nominal feedback control laws u
′

= Klqrx
′

calculated with the LQR problem, are
given by
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K1 =

[
−0.34 0
0.50 0.03

]
, K2 =

[
−3.41 0
5.08 0.09

]
, K3 =

[
0.12 0.04
4.91 0.09

]
,

K4 =

[
−4.28 0.01
49.49 0.72

]
.

Six feedback gains calculated off-line using the LMI methods, are given by

K1 =

[
−1.51 −0.01
24.66 0.13

]
, K2 =

[
−1.54 −0.01
27.39 0.15

]
, K3 =

[
−1.56 −0.01
30.64 0.18

]
,

K4 =

[
−1.60 −0.01
38.83 0.21

]
, K5 =

[
−1.66 −0.01
38.83 0.22

]
, K6 =

[
−0.93 −0.00
47.32 0.34

]
.

Figure 1 shows six invariant polytopes computed off-line corresponding to six feedback
gains previously defined.

Figure 1: Polyhedral invariant sets constructed off-line.

Six zonotopes Z are defined by their centers:

c = {2.9842, 3.1745, −1.3132, 1.3132, −3.1745, −2.9842} . (24)

The generators matrices are defined by

G1 =


3.1047

0
0
0
0
0

, G2 =


0

3.2739
0
0
0
0

, G3 =


0
0

1.2955
0
0
0

, G4 =


0
0
0

1.2955
0
0

,

G5 =


0
0
0
0

3.2739
0

, G6 =


0
0
0
0
0

3.1047

.

In Figure 2, the terminal cost Vf (x) and the invariant tubes are obtained with the
optimal finite horizon value N = 10 function for the unconstrained problem and Xf
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Figure 2: The terminal cost Vf (x), 10 invariant tubes with N = 10, and the maximal set Xf .

is the associated maximal output admissible set. The regulated outputs are shown,
respectively, in Figure 3 and Figure 4, it is seen that the proposed algorithm is able to
steer faster the state of the uncertain CSTR to the neighborhood of the origin, and we
have concluded that the use of invariant tubes based on zonotopes gives less conservative
results as compared with invariant tubes based on polytope.
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Bumroongsri et al., 2016

Figure 3: The concentration of A in the reactor of the regulated output.
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Figure 4: The reactor temperature of the regulated output.

6.2 Example 2

Consider the following LTV system with bounded disturbance:

x(k + 1) =

(
1 1
0 alpha

)
+

(
0.5
1

)
u+ w, (25)

where 0.9 ≤ α ≤ 1.1. The state x ∈ X, where X =
{
x ∈ R2| [0 1]x ≤ 2

}
, the

control u ∈ U , where U = {u ∈ R| |u| ≤ 1}, and the disturbance w ∈ W , where

W =
{
w ∈ R2|[−0.1 0.1]

T ≤ w
}

.

The weighting matrices in the cost function are given as Θ = I and R = 0.01. The
following nominal LTV system:

x
′
(k + 1) =

[
1 1
0 α

]
x
′
+

[
0.5
1

]
u
′

(26)

is subject to a tighter state and control constraints, x
′ ∈ X ⊕ T and u

′ ∈ U ⊕ KlqrT .
By solving the LMIs problem (6)-(10) we obtain seven feedback gains corresponding to
seven invariant polytopic sets shown in Figure 5.

K1 =
[
−0.45 −1.02

]
, K2 =

[
−0.47 −1.11

]
, K3 =

[
−0.51 −1.24

]
,

K4 =
[
−0.47 −1.14

]
, K5 =

[
−0.53 −1.26

]
,K6 =

[
−0.53 −1.26

]
, K7 =[

−0.53 −1.26
]
.

Using these feedback gains we obtained seven zonotopes Z defined by their centers
c = {−1.93, −0.49, 0.69, 1.93, 0, 0, 0}. The generators matrices are defined by

G1 =



3.38
0
0
0
0
0
0


, G2 =



0
2.79

0
0
0
0
0


, G3 =



0
0

3.04
0
0
0
0


, G4 =



0
0
0

3.28
0
0
0


, G5 =



0
0
0
0

−4.63
0
0


,
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Figure 5: Polyhedral invariant sets.

Figure 6: The terminal cost Vf (x), ten invariant tubes with N = 10, and the maximal set Xf .
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Figure 7: The regulated output using invariant tubes.
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Figure 8: The control input.

G6 =



0
0
0
0
0

−2.34
0


, G7 =



0
0
0
0
0
0

−4.63


.

By solving an LQR problem to the nominal system (30) we obtain two feedback gains:
K1 = [−0.65−1.25] and K2 = [−0.67−1.39]. And using an optimal finite horizon N = 10
we obtain ten invariant tubes (Figure 6). Figure 7 and Figure 8 represent the closed-loop
response of the system and the control input, respectively. The chosen horizon is N = 10
and the initial state [0.10.2]T . It is seen that the proposed Tube MPC algorithm achieves
better control performances.

7 Conclusion

In this paper, we have presented a new approach of uncertain discrete time system
stabilization based on the robust tube MPC algorithm using zonotopic invariant sets. The
proposed algorithm used an off-line solution of an optimal control optimization problem
to determine a sequence of feedback gains for the global system. Then a sequence of
feedback gains for the nominal system is computed using an LQR problem. Finally, a
sequence of nested invariant tubes is constructed. At each sampling time, we determine
the smallest zonotopic invariant set containing the measured state and implement the
obtained global state feedback control law.

The proposed approach applied on two examples, provides better control perfor-
mances and less computational cost.
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Boni, 01 BP 1091 Bobo-Dioulasso 01, Burkina Faso,
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Abstract: Using a minimization method we study the existence of weak solutions for
a family of nonlinear discrete Dirichlet boundary value problems where the solution
lies in a discrete (T1 × T2)-Hilbert space. The originality of this work is the study
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1 Introduction

In the last few years, great attention has been paid to the study of fourth-order nonlinear
difference equations. These equations have been widely used to study discrete models in
many fields such as computer science, economics, neural network, ecology, cybernetics,
etc. For background and recent results, we refer the reader to [3]– [12], [13] and the
references therein.
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The main purpose of the present paper is to extend the study of difference equations
in two dimensions. These models are of independent interest since their mathematical
structure has a different nature. In the literature, to our knowledge, no scientific study
has concerned these types of problems which are nevertheless discrete variants of the
anisotropic or isotropic partial differential equations and are usually studied in connection
with numerical analysis.

We study a p-Laplacian difference equation on the subset of integers. So, for i, j ∈ N
with i ≤ j, we define N[i, j] as the discrete interval {i, i + 1, . . . , j} and we investigate
the existence of solutions for the following nonlinear discrete Dirichlet boundary value
problem: −∆

(
a(k − 1, h− 1,∆u(k − 1, h− 1))

)
= f(k, h), (k, h) ∈ N[1, T1]× N[1, T2],

u(k, h) = 0, ∀(h, k) ∈ Γ,
(1)

where
Γ = ({0, T1 + 1} × N[0, T2 + 1]) ∪ (N[0, T1 + 1]× {0, T2 + 1})

is the boundary of the domain N[0, T1+1]×N[0, T2+1]; ∆u(k, h) = u(k+1, h+1)−u(k, h)
is the forward difference operator and

a : N[1, T1]× N[1, T2]× R −→ R, f : N[1, T1]× N[1, T2] −→ R

are functions to be defined later.
Our goal is to use a minimization method in order to establish some existence results

of solutions of (1). The idea of the proof is to transfer the problem of the existence of
solutions for (1) into the problem of existence of a minimizer for some associated energy
functional. This method was successfully used by Bonanno et al. [2] for the study of an
eigenvalue nonhomogeneous Neumann problem, where, under an appropriate oscillating
behavior of the nonlinear term, they proved the existence of a determined open interval
of positive parameters for which the problem under consideration admits infinitely many
weak solutions that strongly converge to zero, in an appropriate Orlicz-Sobolev space.

The remaining part of this paper is organized as follows. Section 2 is devoted to
mathematical preliminaries. The main existence result is stated and proved in Section
3. In the last section of this paper we study an extension of the problem (1).

2 Mathematical Preliminaries

We define the (T1 × T2)-dimensional Hilbert space

H = {u : N[0, T1 + 1]× N[0, T2 + 1] −→ R such that u(k, h) = 0, ∀ (h, k) ∈ Γ}

with the inner product

〈u, v〉 =

T1∑
k=1

T2∑
h=1

u(k, h)v(k, h)

and the associated norm defined by

‖u‖ =

(
T1∑
k=1

T2∑
h=1

|u(k, h)|2
)1/2

.
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However, we introduced another norm on the space H, namely

|u|m =

(
T1∑
k=1

T2∑
h=1

|u(k, h)|m
)1/m

, ∀ m ≥ 2.

Due to equivalence of ‖.‖ and |.|m there exist constants C2 ≥ C1 > 0 such that

C1‖u‖ ≤ |u|m ≤ C2‖u‖, ∀u ∈ H. (2)

For the data f and a we impose the following conditions:

f ∈ H, a(k, h, .) : R −→ R is continuous ∀(k, h) ∈ N[1, T1]× N[1, T2] (3)

and there exists a mapping A : N[1, T1]× N[1, T2]× R −→ R which satisfies

a(k, h, ξ) =
∂

∂ξ
A(k, h, ξ) and A(k, h, 0) = 0 ∀(k, h) ∈ N[1, T1]× N[1, T2]. (4)

We also assume that there exists a positive constant C3 such that

|a(k, h, ξ)| ≤ C3

(
1 + |ξ|p(k,h)−1

)
. (5)

The following relations hold true for all (k, h) ∈ N[1, T1]× N[1, T2]:

(a(k, h, ξ)− a(k, h, η)) (ξ − η) > 0, ∀ ξ, η ∈ R with ξ 6= η (6)

and
|ξ|p(k,h) ≤ a(k, h, ξ)ξ ≤ p(k, h)A(k, h, ξ), ∀ ξ ∈ R. (7)

Example 2.1 We can give the following function:

A(k, h, ξ) =
1

p(k, h)

((
1 + |ξ|2

)p(k,h)/2 − 1
)
,

where

a(k, h, ξ) =
(
1 + |ξ|2

)(p(k,h)−2)/2
ξ, ∀ (k, h) ∈ N[1, T1]× N[1, T2], ξ ∈ R

and conditions on the function a are checked.

In this paper, we assume that the function

p : N[1, T1]× N[1, T2] −→ (1,+∞). (8)

We will use the following notations:

p− = min
k∈N[1,T1]

(
min

h∈N[1,T2]
p(k, h)

)
and p+ = max

k∈N[1,T1]

(
max

h∈N[1,T2]
p(k, h)

)
. (9)

The discrete Wirtinger type inequalities can be generalized in two dimensions as follows.
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Lemma 2.1 For any function u ∈ H, the following inequality holds:

4 sin2

(
π

2(T1 + 1)

) T2∑
h=1

T1∑
k=1

|u(k, h)|2 ≤
T2∑
h=1

T1∑
k=1

|∆u(k − 1, h− 1)|2

≤ 4 cos2
(

π

2(T1 + 1)

) T2∑
h=1

T1∑
k=1

|u(k, h)|2.

Proof. Let u ∈ H. For h fixed in N[0, T2 + 1], since u(0, h) = 0 = u(T1 + 1, h), the
discrete Wirtinger type inequalities hold (see Theorem 12.6.1, page 860 in [1]). So, just
apply the sum for h = 0, . . . , T1 + 1 and make a variable change. 2

We need the following auxiliary result throughout our paper.

Lemma 2.2 For any function u ∈ H with ‖u‖ > 1, there exist constants C4, C5 > 0
such that

T1+1∑
k=1

T2+1∑
h=1

|∆u(k − 1, h− 1)|p(k−1,h−1) ≥ C4‖u‖p
−
− C5. (10)

Proof. Fix u ∈ H with ‖u‖ > 1.
Let

v : N[0, T1 + 1] −→ R, k 7→ v(k) = u(k, h)

and

q : N[0, T1] −→ (1,+∞), k 7→ q(k) = p(k, h) with h fixed in N[0, T2 + 1].

According to Lemma 1 in [9] we have

T1+1∑
k=1

|∆v(k − 1)|q(k−1) ≥ T (2−q−)/2
1 ‖v‖q

−
− T1.

Then, there exist two constants C4, C5 > 0 such that

T1+1∑
k=1

T2+1∑
h=1

|∆u(k − 1, h− 1)|p(k−1,h−1) ≥ C4‖u‖p
−
− C5. 2

3 Main Results

In this section we study the existence of weak solution that we state in the following
theorem.

Theorem 3.1 Assume that (3)-(8) are satisfied. Then there is at least one weak
solution for problem (1).

By a weak solution for problem (1) we understand a function u ∈ H such that

T1+1∑
k=1

T2+1∑
h=1

a(k− 1, h− 1,∆u(k− 1, h− 1))∆v(k− 1, h− 1) =

T1∑
k=1

T2∑
h=1

f
(
k, h
)
v(k, h) (11)
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for any v ∈ H. The energy functional J : H −→ R corresponding to problem (1) is
defined by the formula

J(u) =

T1+1∑
k=1

T2+1∑
h=1

A(k − 1, h− 1,∆u(k − 1, h− 1))−
T1∑
k=1

T2∑
h=1

f
(
k, h
)
u(k, h). (12)

This energy functional is vastly different from the energy functions defined before this
work. Thus we indicate its properties. It is easy to see that the functional J is continuous,
Gateaux differentiable and its Gateaux derivative J ′ at u reads

〈J ′(u), v〉 =

T1+1∑
k=1

T2+1∑
h=1

a(k−1, h−1,∆u(k−1, h−1))∆v(k−1, h−1)−
T1∑
k=1

T2∑
h=1

f
(
k, h
)
v(k, h)

(13)
for all v ∈ H. If u ∈ H is a critical point to J , namely 〈J ′(u), v〉 = 0 for all v ∈ H, we
observe that

T1+1∑
k=1

T2+1∑
h=1

a(k − 1, h− 1,∆u(k − 1, h− 1))∆v(k − 1, h− 1)−
T1∑
k=1

T2∑
h=1

f
(
k, h
)
v(k, h) = 0.

Since v is any in H, we see that the critical point u to J satisfies the problem (1).

The following results prove Theorem 3.1.

Lemma 3.1 The functional J is coercive and bounded from below.

Proof. We will only prove that the energy functional is coercive since the bounded-
ness from below of J is a consequence of coerciveness.

J(u) =

T1+1∑
k=1

T2+1∑
h=1

A(k − 1, h− 1,∆u(k − 1, h− 1))−
T1∑
k=1

T2∑
h=1

f
(
k, h
)
u(k, h)

≥
T1+1∑
k=1

T2+1∑
h=1

1

p(k − 1, h− 1)
|∆u(k − 1, h− 1)|p(k−1,h−1) −

T1∑
k=1

T2∑
h=1

|f(k, h)||u(k, h)|

≥ 1

p+

T1+1∑
k=1

T2+1∑
h=1

|∆u(k − 1, h− 1)|p(k−1,h−1)

−

[
T1∑
k=1

T2∑
h=1

|f(k, h)|2
] 1

2
[
T1∑
k=1

T2∑
h=1

|u(k, h)|2
] 1

2

≥ C4

p+
‖u‖p

−
− C5 − C6‖u‖. (14)

Hence, since p− > 1, the functional J is coercive. 2

Lemma 3.2 The functional J is weakly lower semi-continuous.

Proof. For any u ∈ H, let

I(u) =

T1+1∑
k=1

T2+1∑
h=1

A(k − 1, h− 1,∆u(k − 1, h− 1)).
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According to the convexity of A, the function I is convex. Thus it is enough to show
that I is lower semi-continuous.

Let us fix u ∈ H and ε > 0. Since I is convex, we have I(v) − I(u) ≥ 〈I ′(u), v − u〉
for any v ∈ H. Therefore

I(v) ≥ I(u) +

T1+1∑
k=1

T2+1∑
h=1

a

(
k − 1, h− 1,∆u(k − 1, h− 1)

)
×(

∆v(k − 1, h− 1)−∆u(k − 1, h− 1)

)

≥ I(u)−
T1+1∑
k=1

T2+1∑
h=1

∣∣∣∣a(k − 1, h− 1,∆u(k − 1, h− 1))

∣∣∣∣×∣∣∣∣∆v(k − 1, h− 1)−∆u(k − 1, h− 1)

∣∣∣∣
≥ I(u)−

T1+1∑
k=1

T2+1∑
h=1

∣∣∣∣a(k − 1, h− 1,∆u(k − 1, h− 1))

∣∣∣∣×∣∣∣∣(v(k, h)− v(k − 1, h− 1))− (u(k, h)− u(k − 1, h− 1))

∣∣∣∣
≥ I(u)− (Λ(u) + (Φ(u)),

where

Λ(u) =

T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))||v(k, h)− u(k, h)|

and

Φ(u) =

T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))||v(k − 1, h− 1)− u(k − 1, h− 1)|.

We use the Schwartz inequality to get

Λ(u) ≤

[
T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))|2
] 1

2

×

[
T1+1∑
k=1

T2+1∑
h=1

|v(k, h)− u(k, h)|2
] 1

2

≤

[
T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))|2
] 1

2

‖v − u‖

and

Φ(u) ≤

[
T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))|2
] 1

2

‖v − u‖.
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Consequently, we have

I(v) ≥ I(u)−

[
1 + 2

T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))|2
] 1

2

‖v − u‖

≥ I(u)− ε

for all v ∈ H with ‖v − u‖ < σ =
ε

K(T1, T2, u)
, where

K(T1, T2, u) =

[
1 + 2

T1+1∑
k=1

T2+1∑
h=1

|a(k − 1, h− 1,∆u(k − 1, h− 1))|2
] 1

2

.

We conclude that the functional I is lower semi-continuous. This implies that the
functional J is also semi-continuous. 2

Proof of Theorem 3.1. Since J is proper, weakly lower semi-continuous and coercive
on H, using the relation between critical points of J and problem (1), we deduce that J
has a minimizer which is a weak solution of (1). 2

4 Uniqueness of Solution

In this section we examine the uniqueness of the weak solution for the problem (1). To do
this, let us consider u, v ∈ H being two solutions to the problem. By choosing u−v ∈ H
as a test function, according to the notion of weak solution, we obtain

T1+1∑
k=1

T2+1∑
h=1

a(k−1, h−1,∆u(k−1, h−1))∆ (u− v) (k−1, h−1) =

T1∑
k=1

T2∑
h=1

f
(
k, h
)

(u− v) (k, h)

and

T1+1∑
k=1

T2+1∑
h=1

a(k−1, h−1,∆v(k−1, h−1))∆ (u− v) (k−1, h−1) =

T1∑
k=1

T2∑
h=1

f
(
k, h
)

(u−v) (k, h).

By subtracting the two equalities above, we have

T1+1∑
k=1

T2+1∑
h=1

(a(k − 1, h− 1,∆u(k − 1, h− 1))− a(k − 1, h− 1,∆v(k − 1, h− 1)))×

∆ (u− v) (k − 1, h− 1) = 0.

Therefore, according to the assumption (6), necessarily

∆u(k − 1, h− 1) = ∆v(k − 1, h− 1), for all (k, h) ∈ N[1, T1 + 1]× N[1, T2 + 1],

so, using Lemma 2.1

‖u− v‖2 =

T1∑
k=1

T2∑
h=1

|u(k, h)− v(k, h)|2

≤
(

4 sin2

(
π

2(T1 + 1)

))−1 T2∑
h=1

T1∑
k=1

|∆u(k − 1, h− 1)−∆v(k − 1, h− 1)|2

≤ 0,
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which means that

u = v.

5 An Extension

In this section we are going to show that the existence result obtained for problem (1)
can be extended to the problem
−∆

(
a(k − 1, h− 1,∆u(k − 1, h− 1))

)
= f(k, h, u(k, h)), (k, h) ∈ N[1, T1]× N[1, T2],

u(k, h) = 0, (h, k) ∈ Γ.

(15)
We shall replace the hypothesis on the source term f by the following. For each couple
(k, h) ∈ N[0, T1]×N[0, T2], the function f(k, h, .) : R −→ R is continuous and there exists
a constant C7 > 0 and r : N[0, T1]× N[0, T2] −→ [2,+∞) such that

|f (k, h, u(k, h)) | ≤ C7

(
1 + |u(k, h)|r(k,h)−1

)
, (16)

where 2 ≤ r(k, h) < p− for all (k, h) ∈ N[0, T1]× N[0, T2].

In what follows, we denote by

r− = min
{(k,h)∈N[0,T1]×N[0,T2]}

r(k, h) and r+ = max
{(k,h)∈N[0,T1]×N[0,T2]}

r(k, h).

We denote

F (k, h, ξ) =

∫ ξ

0

f(k, h, s)ds for (k, h, ξ) ∈ N[0, T1]× N[0, T2]× R

and we deduce that there exists a constant C8 > 0 such that

|F (k, h, u)| ≤ C8

(
1 + |u(k, h)|r(k,h)

)
. (17)

By a weak solution, we mean a function u ∈ H such that

T1+1∑
k=1

T2+1∑
h=1

a(k−1, h−1,∆u(k−1, h−1))∆v(k−1, h−1) =

T1∑
k=1

T2∑
h=1

f
(
k, h, u(k, h)

)
v(k, h)

(18)
for any v ∈ H.

Let

L(u) =

T1∑
k=1

T2∑
h=1

F
(
k, h, u(k, h)

)
.

Then, for any u, v ∈ H,

〈L′(u), v〉 =

T1∑
k=1

T2∑
h=1

f
(
k, h, u(k, h)

)
v(k, h).
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It is easy to see that L′ is completely continuous and thus, the functional L is weakly
lower semi-continuous. Therefore, the energy functional J associated with problem (15),
defined by

J(u) =

T1+1∑
k=1

T2+1∑
h=1

A(k − 1, h− 1,∆u(k − 1, h− 1))−
T1∑
k=1

T2∑
h=1

F
(
k, h, u(k, h)

)
(19)

is such that J ∈ C1(H,R) and is weakly lower semi-continuous with

〈J ′(u), v〉 =

T1+1∑
k=1

T2+1∑
h=1

a(k − 1, h− 1,∆u(k − 1, h− 1))∆v(k − 1, h− 1)

−
T1∑
k=1

T2∑
h=1

f
(
k, h, u(k, h)

)
v(k, h)

for all v ∈ H. This implies that the weak solution of problem (15) coincides with the
critical points of the functional J . It suffices now to show that the energy functional J
is coercive to conclude that the problem (15) admits at least one weak solution.
According to hypothesis (17) and using the relation (2), we have

L(u) =

T1∑
k=1

T2∑
h=1

F
(
k, h, u(k, h)

)

≤
T1∑
k=1

T2∑
h=1

C8

(
1 + |u(k, h)|r(k,h)

)
≤ C8T1T2 + C8

T1∑
k=1

T2∑
h=1

|u(k, h)|r(k,h)

≤ C9 + C8

T1∑
k=1

T2∑
h=1

|u(k, h)|r
−

+ C8

T1∑
k=1

T2∑
h=1

|u(k, h)|r
+

≤ C9 + C10

(
‖u‖r

−
+ ‖u‖r

+
)
.

Therefore the inequality (14) becomes

J(u) ≥ C4

p+
‖u‖p

−
− C5 −

(
C9 + C10

(
‖u‖r

−
+ ‖u‖r

+
))

, (20)

namely

J(u) ≥ C4

p+
‖u‖p

−
− C10

(
‖u‖r

+

+ ‖u‖r
−
)
− C11, (21)

where C10 and C11 are positive constants. Hence, since p− > r+ ≥ r− ≥ 2, the functional
J is coercive.
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Abstract: In this paper, an analogue of Bogolyubov’s first theorem of the averaging
method for systems of Fredholm integro-differential equations is established. The
averaging method is also applied to boundary value problems for such systems. It is
shown that if a boundary value problem for an averaged system, which is a system of
ordinary differential equations, has a solution, then the original problem is solvable
as well.
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1 Introduction

In this paper, we study systems of Fredholm integro-differential equations

dx

dt
= ẋ = εX(t, x,

∫ T
ε

0

ϕ(t, s, x(s))ds) (1)

subject to the Cauchy conditions
x(0) = x0, (1′)

or to the boundary conditions
F (x(0), x(Tε )) = 0, (1′′)
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where ε > 0 is a small parameter, X and F are d-dimensional vector functions, ϕ is an
m-dimensional vector function, T > 0 is a fixed number. We define the integral average
X0(x) as

X0(x) = lim
A→∞

1

A

∫ A

0

X
(
t, x, ϕ1(t, x)

)
dt, (2)

where ϕ1(t, x) =
∫ t

0
ϕ
(
t, s, x

)
ds, and put the problems (1′) and (1′′) in correspondence

with the averaged problems

ẏ = εX0(y), (3)

y(0) = x0, (3′)

F (y(0), y(Tε )) = 0, (3′′)

or, on the slow time scale τ = εt,

dy

dt
= X0(y), F (y(0), y(T )) = 0. (4)

The main results of the present paper are the justification of the averaging method
for the Cauchy problem and the statement that if the problem (3) has a solution, then
for small values of the parameter ε the problem (2) has a solution as well, in a small
neighborhood of the solution of the boundary value problem (3). The exact statement
of the problems and the results formulation are presented in the main part of the paper.

It should be noted that the averaging method has not lost its relevance and is widely
used in the study of various problems, for example, optimal control [16,19], systems with
a multi-valued right-hand side [13], and many others.

Integro-differential equations arise as mathematical models of various processes in nat-
ural sciences; for instance, in population dynamics [1], chemical kinetics, fluid dynamics
[2, 12, 22], epidemiology [21]. Interaction of modeling objects with the environment leads
to boundary value problems for integro-differential equations. These problems have been
studied by many authors [3,4,6–8,17].

In [20], boundary value problems for systems of Volterra integro-differential equations
are investigated by using the averaging method. It is shown that, for small ε, the existence
of a solution of a boundary value problem for an averaged system (3) implies that of the
original boundary value problem (1); the proximity between corresponding solutions
is proven. The result of [20] is a generalization of the classical result [18] concerning
boundary value problems for systems of ordinary differential equations.

Note that the averaging method has already been used for solving boundary value
problems for systems of Volterra integro-differential equations (see [15] and the references
therein). However, in these works only an estimate of proximity between the solutions
of the exact and averaged problems was established. The very fact of the existence of a
solution was only postulated.

The present work is devoted to the further development of the ideas [20] as applied
to the studying boundary value problems for Fredholm equations. Analogues of the
Bogolyubov first theorem for Fredholm equations, unlike those for Volterra equations,
were obtained only in a very special case, when the right-hand part is a sum of an ordinary
term and an integral part, and the integration is carried out over a finite interval (see [9,
11]). Again, the existence of a solution is only a postulate. However, this theorem plays
an essential role in obtaining results analogous to those of [20].
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The paper is organized as follows. In Section 2, the problem statement and the
main results are formulated. Section 3 contains some auxiliary results which are also of
independent interest. For a Cauchy problem for systems of Fredholm integro-differential
equations, we prove the existence and uniqueness theorem and investigate the continuous
dependence of solutions on initial data. Section 4 is devoted to the justification of the
averaging method. In Section 5, the existence of a solution of the boundary value problem
is proved.

2 Problem Statement and Main Results

Throughout the rest of this paper, we denote by | · | the norm of a vector in Rd and by
‖ · ‖ the matrix norm consistent with a vector norm.

The following theorem justifies the averaging method.

Theorem 2.1 Let the following conditions hold:

(1.1) X(t, x, y) is defined and continuous in a domain Q = {t ≥ 0, x ∈ Rd, y ∈ Rm},
bounded by a constant M in this domain, and satisfies a Lipschitz condition with
respect to the variables x and y in the following sense: there exists a function
α(t) ≥ 0 such that

|X(t, x, y)−X(t, x1, y1)| ≤ α(t)
(
|x− x1|+ |y − y1|

)
; (5)

(1.2) ϕ(t, s, z) is defined and continuous in Q1 = {t ≥ 0, s ≥ 0, z ∈ Rd}, bounded by a
constant M > 0, and satisfies a Lipschitz condition in the following sense: there
exists a function µ(t, s) ≥ 0 such that

|ϕ(t, s, z)− φ(t, s, z1)| ≤ µ(t, s)|z − z1|. (6)

Besides, there exists a constant µ0 > 0 such that µ(t, s) ≤ µ0,
∫∞

0
µ(t, s)ds ≤ µ0,

and
1

t

∫ t

0

dτ

∫ τ

0

µ(τ, s)ds→ 0, t→∞; (7)

there also exists ε > 0 such that for ε ∈ (0, ε]

ε

(∫ T
ε

0

α(s)ds+

∫ T
ε

0

α(s)

(∫ T
ε

0

µ(τ, s)dτ

)
ds

)
< 1; (8)

(1.3) the limits (2) and

lim
t→∞

1

t

∫ t

0

(∫ ∞
τ

|ϕ(τ, s, x)|ds
)
dτ = 0 (9)

exist uniformly with respect to x ∈ D (D is a domain in Rd); and

(1.4) the averaged system (3) has a solution y(τ) = y(εt) that belongs to D together with
some ρ-neighborhood, for τ ∈ [0, T ].

Then, for every η > 0, there exists ε0 = ε0(η) ≤ ε̄ such that for ε ∈ [0, ε0] the Cauchy
problem x(0) = y(0) = x0 for (1) has a unique solution x(t, ε) defined on [0, Tε ], and the
following inequality holds:

|y(εt)− x(t, ε)| ≤ η, t ∈ [0, Tε ]. (10)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 21 (1) (2021) 100–113 103

For boundary value problem (1)− (1′′), the following statement holds true.

Theorem 2.2 Let conditions (1.1)-(1.3) hold. Suppose, in addition, that the av-
eraged boundary value problem (3)-(3′′) has a solution y = y(τ) = y(εt) belonging to
D together with some ρ-neighborhood, in which X0(x), F (x, y) have continuous partial

derivatives ∂X0(x)
∂x , ∂F

∂x , and ∂F
∂y , and

det
∂F0(x0)

∂x0
6= 0, (11)

where x0 = y(0), F0(x0) = F (x0, y(T, x0)).
Then there exists ε0 > 0 such that, for ε ∈ (0, ε0), boundary value problem (1′)− (1′′)

has a solution x(t, ε), and one can specify a function ξ = ξ(ε)→ 0, ε→ 0, such that

|x(t, ε)− y(εt)| ≤ ξ(ε), t ∈ [0, Tε ]. (12)

3 Cauchy Problem for Fredholm Integro-Differential Equations

In this section, we consider the Cauchy problem

ẋ = X(t, x,

∫ T

0

ϕ
(
t, s, x(s)

)
ds), x(0) = x0, (13)

where [0, T ] is a fixed interval.

Theorem 3.1 Let the following conditions be satisfied:

(2.1) the function X(t, x, y) is defined in a domain Q = {t ∈ [0, T ], x ∈ Rd, y ∈ D} (D
is a domain in Rm) and satisfies a Lipschitz condition

|X(t, x, y)−X(t, x1, y1)| ≤ α(t)(|x− x1|+ |y − y1|), (14)

as well as a linear growth condition with respect to x, y; that is, there exists a
constant M > 0 such that, for t ∈ [0, T ], x ∈ Rd, y ∈ D

|X(t, x, y)| ≤M(1 + |x|+ |y|); (15)

(2.2) the function ϕ(t, s, z) is defined and continuous in a domain Q1 = {t ∈ [0, T ], s ∈
[0, T ], z ∈ Rd}, bounded by a constant M1 in Q1, and, with respect to z, satisfies a
Lipschitz condition

|ϕ(t, s, z)− ϕ(t, s, z1)| ≤ µ(t, s)|z − z1|; (16)

(2.3) the inequality ∫ T

0

α(t)dt+

∫ T

0

α(t)

(∫ T

0

µ(t, s)ds

)
dt < 1 (17)

holds;

(2.4) the region D contains a closed ball B̄TM1
(0) of radius TM1, centered at the origin.

Then, for all x0 ∈ Rd, the Cauchy problem (13) has a unique solution x(t, x0) (x(0, x0) =
x0) on [0, T ], which depends continuously on the initial data x0.
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Remark 3.1 The behavior of systems of kind (13) is substantially different from
that of similar systems of Volterra type. In [5, p.71], an example is provided for the
following equation

ẋ = Ax+
1

2π

∫ 2π

0

Bx(s)ds+ f(t), x ∈ R2, t ∈ (0; 2π), (18)

with matrices A =

(
0 1
−1 0

)
, B =

(
0 0
1 0

)
, f(t) =

(
f1(t)
f2(t)

)
.

It was shown that (18) is solvable only if the following condition is met:∫ 2π

0

(
− f1(t) sin t+ (1− cos t)f2(t)

)
dt = 0.

Note that equation (18) does not satisfy conditions of Theorem 3.1.

Proof. The proof of Theorem 3.1 falls into three parts.
1. Uniqueness. Let the Cauchy problem have two solutions x(t) and y(t) on [0, T ],

such that sup
t∈[0,T ]

|x(t)− y(t)| = γ > 0. Note that x(t) and y(t) satisfy the equations

x(t) = x0 +

∫ t

0

X

(
τ, x(τ),

∫ T

0

ϕ(τ, s, x(s))ds

)
dτ (19)

and

y(t) = x0 +

∫ t

0

X

(
τ, y(τ),

∫ T

0

ϕ(τ, s, y(s))ds

)
dτ, (20)

respectively. Thus, by (15) and (16), we get the estimate

|x(t)− y(t)| ≤
∫ t

0

α(τ)
∣∣x(τ)− y(τ)

∣∣dτ +

∫ t

0

α(τ)

(∫ T

0

µ(τ, s)|x(s)− y(s)|ds
)
dτ ≤

≤
(∫ T

0

α(τ)dτ +

∫ T

0

α(τ)

(∫ T

0

µ(τ, s)ds

)
dτ

)
sup
t∈[0,T ]

|x(t)− y(t)|,

which contradicts (17).
2. Existence. We construct a system of functions {xn(t)} in the following way:

x0(t) ≡ x0 and xn(t) is a solution of the following Cauchy problem for a system of
differential equations

ẋn = X

(
t, xn,

∫ T

0

ϕ(t, s, xn−1(s))ds

)
, xn(0) = x0.

Let us show that this sequence is defined correctly. Indeed, we have

ẋ1 = X

(
t, x1,

∫ T

0

ϕ(t, s, x0)ds

)
, x1(0) = x0. (21)

Since ϕ(t, s, x0) is continuous jointly in its variables, then g(t) =
T∫
0

ϕ(t, s, x0)ds is

continuous with respect to t as well. Moreover,

∣∣∣∣∣T∫0 ϕ(t, s, x0)ds

∣∣∣∣∣ ≤ M1T ; hence,
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T∫
0

ϕ(t, s, x0)ds ∈ D. It follows that the function Y (t, x) = X(t, x, g(t)) is defined, con-

tinuous with respect to t ∈ [0, T ], x ∈ Rd, and satisfies a linear growth condition with
respect to x ∈ Rd.

So, the Cauchy problem (21) has the global solution x1(t) on [0, T ]. In the same
manner, we can see that the whole sequence {xn(t)} is defined on [0, T ] as well.

We proceed to show that xn(t) is uniformly convergent on [0, T ]. We have

xn(t) = x0 +

∫ t

0

X

(
τ, xn(τ),

∫ T

0

ϕ(τ, s, xn−1(s))ds

)
dτ, (22)

xn−1(t) = x0 +

∫ t

0

X

(
τ, xn−1(τ),

∫ T

0

ϕ(τ, s, xn−2(s))ds

)
dτ.

We thus get

∣∣xn(t)− xn−1(t)
∣∣ ≤ ∫ T

0

α(τ)dτ sup
t∈[0,T ]

|xn(t)− xn−1(t)|+

+

∫ T

0

α(τ)

(∫ T

0

µ(τ, s)ds

)
dτ sup

t∈[0,T ]

|xn−1(t)− xn−2(t)|.

Then

sup
t∈[0,T ]

|xn(t)− xn−1(t)| ≤

∫ T
0
α(τ)

(∫ T
0
µ(τ, s)ds

)
dτ

1−
∫ T

0
α(τ)dτ

sup
t∈[0,T ]

|xn−1(t)− xn−2(t)|. (23)

But it follows from (17) that∫ T
0
α(τ)

(∫ T
0
µ(τ, s)ds

)
dτ

1−
∫ T

0
α(τ)dτ

= A < 1.

Thus, in view of (22), we can conclude that the sequence xn(t) uniformly converges to a
limit function x∗(t) on [0, T ]. We can now easily obtain from (14) and (16) that∫ t

0

X

(
τ, xn(τ),

∫ T

0

ϕ(τ, s, xn−1(s))ds

)
dτ →

∫ t

0

X

(
τ, x∗(τ),

∫ T

0

ϕ(τ, s, x∗(s))ds

)
dτ

as n→∞. From this it follows that x∗(t) is a solution of the Cauchy problem (13).
3. Continuous dependence on initial data. Assume that continuous dependence does

not hold. Then there exist ε > 0, a sequence of initial data xn converging to x0 as
n→∞, and a sequence {tn}, tn ∈ (0, T ] such that

|x(tn, xn)− x(tn, x0)| = ε. (24)

Here x(t, xn) is a solution of the system (13) subject to initial data x(0, xn) = xn. Let
us show that the sequence x(t, xn) is compact in C([0, T ]). Indeed, from (15) we obtain

|x(t, xn)| ≤ |xn|+
∫ t

0

M |1 + |xn(τ)|dτ +

∫ t

0

|ϕ(τ, s, xn(s))ds|dτ ≤
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≤ |xn|+MT +M

∫ t

0

|xn(τ)|dτ + T 2MM1.

By Gronwall’s lemma, we get

|x(t, xn)| ≤
(
|xn|+MT + T 2MM1

)
eMT ≤ C (25)

due to the boundedness of the sequence {xn}.
Further, for t1 < t2, t1, t2 ∈ [0, T ],

|x(t2, xn)− x(t1, x0)| ≤
∫ t2

t1

M(1 + C + TM1), (26)

whence it follows that the sequence {x(t, xn)} is equicontinuous. Consequently, {x(t, xn)}
contains a uniformly convergent on [0, T ] subsequence {x(t, xnk)}. It is clear that this
subsequence can be chosen so that the number sequence {tnk} converges simultaneously
to some t∗ ∈ [0, T ]. Thus, x(t, nk) ⇒ x∗(t), nk →∞, and

x(t, nk) = xnk +

∫ t

0

X

(
τ, xnk(τ),

∫ T

0

ϕ(τ, s, xnk(s)ds

)
dτ. (27)

Letting nk →∞ in (27), we obtain

x∗(t) = x0 +

∫ t

0

X

(
τ, x∗(τ),

∫ T

0

ϕ(τ, s, x∗(s)ds

)
dτ.

Hence x∗(t) is a solution of the Cauchy problem (13) as well. Let us show that x∗(t)
does not coincide identically with x(t, x0). Taking into account that x(t, xnk) converges
uniformly to x∗(t), which is continuous, from the inequality

|x(tnk , xnk)− x∗(t∗)| ≤ |x(tnk , xnk)− x∗(tnk)|+ |x∗(tnk)− x∗(t∗)|

we conclude that x(tnk , xnk) → x∗(t∗), nk → ∞. Therefore, passing to the limit, as
nk →∞, in (24), we get

|x∗(t∗)− x(t∗, x0)| = ε. (28)

Note that t∗ 6= 0, since otherwise (24) would not hold for large n. Thus (28) contradicts
the uniqueness of a solution of the Cauchy problem. The proof is complete. 2

4 Averaging Method for Systems (1)

In this section, we prove Theorem 2.1 on a justification of the averaging method.

4.1 Averaging Lemma

Assume the condition (1.4) of Theorem 2.1 to be fulfilled. Fix K > 0.

Definition 4.1 We say that a function a(t, ε) belongs to a class AK if:

(i) a(t, ε) is defined for ε > 0, t ≥ 0, and takes on values in a ρ-neighborhood of y(τ),
which is a solution of the averaged Cauchy problem (3)–(3’);
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(ii) for t ≥ 0, s ≥ 0, and ε > 0, the following inequality holds:

|a(t, ε)− a(s, ε)| ≤ Kε|t− s|. (29)

Lemma 4.1 Let the conditions of Theorem 2.1, except (8), be fulfilled. Then, for
every η > 0, there exists ε0 = ε0(η,K) such that, for ε ∈ (0, ε0], the system

ẋ = εX

(
t, x,

∫ T
ε

0

ϕ
(
t, s, a(s, ε)

)
ds

)
(30)

has a solution x(t), x(0) = y(0) = x0, defined on [0, Tε ], and the inequality

|y(εt)− x(t)| ≤ η, t ∈ [0, Tε ], (31)

holds.

Remark 4.1 In the above lemma, ε0 does not depend on x0 and is uniform through-
out the class AK .

Proof. As in the proof of Theorem 3.1, we can show that, for all ε, the Cauchy
problem

ẋ = εX

(
t, x,

∫ T
ε

0

ϕ
(
t, s, a(s, ε)

)
ds

)
, x(0) = x0, (32)

has a solution x(t, ε) defined on [0, Tε ].
Fix η > 0. Let us estimate the difference between x(t) and y(t) (for the convenience

of notation, we will omit the dependence on ε). We have

∣∣x(t)−y(t)
∣∣ = ε

∫ t

0

[
X

(
τ, x(τ),

∫ T
ε

0

ϕ(τ, s, a(s))ds−X
(
ε, x(τ),

∫ τ

0

ϕ(τ, s, a(s, ε)

)
ds

]
dτ+

+ε

∫ t

0

[
X

(
τ, x(τ),

∫ τ

0

ϕ(τ, s, a(s))ds

)
−X0(y(τ))

]
dτ =

= I1(t) + ε

∫ t

0

[
X

(
τ, x(τ),

∫ τ

0

ϕ(τ, s, a(s))ds

)
−X

(
τ, y(τ),

∫ τ

0

ϕ(τ, s, y(s))ds

)]
dτ+

+ε

∫ τ

0

[
X

(
τ, y(τ),

∫ τ

0

ϕ(τ, s, y(s))ds

)
−X

(
τ, y(τ),

∫ τ

0

ϕ(τ, s, y(τ))ds

)]
dτ+

+ε

∫ τ

0

[
X(τ, y(τ),

∫ τ

0

ϕ(τ, s, y(τ))ds

)
−X0(y(τ))

]
dτ = I1 + I2 + I3 + I4. (33)

Let us now estimate each term of (33) separately. Due to the Lipschitz condition in
(1.1), we have

∣∣I1(t)
∣∣ ≤ ε∫ t

0

L

∣∣∣∣ ∫ T
ε

0

ϕ
(
τ, s, a(s)

)
ds−

∫ τ

0

ϕ(τ, s, a(s))ds

∣∣∣∣dτ ≤
≤ εL

∫ t

0

(∫ T
ε

τ

∣∣ϕ(τ, s, a(s)
)∣∣ds)dτ. (34)
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Let us divide [0, Tε ] into n subintervals of equal length by points ti, t0 = 0 < t1 <

... < tn = T
ε . Then

εL

∫ t

0

(∫ T
ε

τ

∣∣ϕ(τ, s, a(s))
∣∣ds)dτ = εL

∫ t

0

( n−1∑
i

∫ ti+1

ti

∣∣ϕ(τ, s, a(s))− ϕ(τ, s, a(ti))
∣∣ds+

+

n−1∑
i

∫ ti+1

ti

∣∣ϕ(τ, s, a(s))− ϕ(τ, s, a(ti))
∣∣ds)dτ = I11(t) + I12(t). (35)

Here, for every ε ∈ [0, t], the summation is performed over such indices i that [ti, ti+1)
cover the interval [τ, Tε ].

We now proceed to estimate each term of (35) separately. To estimate I11, note that,
by virtue of (1.2) and (29),∣∣ϕ(τ, s, a(s))− ϕ(τ, s, a(ti))

∣∣ ≤ µ0εK|s− ti| ≤ εµ0εK
T

εn
= µ0

KT

n
. (36)

Then

|I11(t)| ≤ εL
∫ t

0

( n−1∑
i=0

∫ ti+1

ti

µ0
KT

n
ds

)
dτ ≤ εLT

2

ε

µ0K

n
=
µ0KT

2L

n
. (37)

We now turn to estimation of I11(t). Observe that, by virtue of (9), there exists such
a function β(t), continuous and decreasing monotonically to zero as t→∞, that∫ t

0

(∫ τ
ε

τ

∣∣∣∣ϕ(τ, s, a(si)
)∣∣∣∣ds)dτ ≤ tβ(t). (38)

If t belongs to any subinterval [ti, ti+1] except the first one, then it follows from (38) that

|I12(t)| ≤ εLtβ(t) ≤ LTβ( Tεn ). (39)

For fixed n, the right-hand side of (39) approaches zero as ε→ 0.
If t ∈ [0, t1], we obtain by virtue of (38) and Dini’s theorem that

|I12(t)| ≤ εβ(t) ≤ sup
τ∈[0,T ]

τβ( τε )→ 0, ε→ 0. (40)

Let us estimate the term I2(t) of (33). We have

|I2(t)| ≤ εL
∫ t

0

|x(τ)− y(τ)|dτ + εL

∫ t

0

(∫ τ

0

|ϕ(τ, s, a(s))− ϕ(τ, s, y(s))|ds
)
dτ.

But, under the conditions of Lemma 4.1, a(s, ε) belongs to a ρ-neighborhood of y(τ),
which is a bounded on [0, T ] solution of the averaged problem. Therefore, for all ε > 0,
s ≥ 0, the function a(s, ε) is bounded by a constant R = R(ρ, y(τ)) independent of that
function. Consequently,

|I2(t)| ≤ εL
∫ t

0

(∫ τ

0

µ(τ, s)|a(s)− y(s)|ds
)
dτ ≤ 2Rε

∫ t

0

(∫ τ

0

µ(τ, s)ds

)
dτ.

Similarly to the previous case, it follows from (7) that there exists a function β1(t),
monotonically approaching zero as t→∞, such that

|I2(t)| ≤ 2Rεtβ1(t) ≤ 2RTβ1(t). (41)
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Hence, for chosen η > 0, there exists T0 such that

|I2(t)| ≤ η
4 (42)

for t ≥ T0.
Obviously, we can assume T0 ∈

[
0, Tε

]
. The estimate (42) for t ∈

[
0, T0

]
is obtained by

choosing a small ε0, taking into account that
∫∞

0
µ(t, s)ds ≤ µ0.

An estimate of I3(t) is obtained similarly to that of I2(t) due to the fact that the
function y(τ) is bounded on [0, T ].

The term I4(t) is estimated in the same way as in the proof of Theorem 3.3 in [10],
taking into account the first condition of (1.3). The method of estimation is similar to
that for I1(t).

For given η > 0, we choose n and T0 large enough to make the terms (39) sufficiently
small to satisfy the estimate (42). Once such n and T0 are fixed, we choose ε0 > 0 such
that, for ε ≤ ε0, the terms (39),(40) and (42) for t ∈ [0, T0] are sufficiently small. The
application of Gronwall’s inequality completes the proof. 2

4.2 Proof of Theorem 2.1

Proof. Choose η > 0 such that η < ρ
2 and keep it fixed. Let us construct a functional

sequence {xn(t, ε)} in the following way: x0(t) = x0 and xn(t, ε), for every ε > 0, are
defined recurrently as solutions of the Cauchy problems

ẋn = εX

(
t, xn,

∫ T
ε

0

ϕ(t, s, xn−1(s, ε))ds

)
. (43)

As in the proof of Theorem 3.1, by virtue of (8), we can show that, for all 0 < ε < ε̄,
the sequence {xn(t, ε)} converges uniformly with respect to t ∈ [0, Tε ] as n → ∞, and
its limit function x(t, ε) is a unique solution of the Cauchy problem for equation (1),
x(0) = x0, on [0, Tε ]. Clearly, the following estimate is valid for functions {xn(t, ε)}:

|xn(t2, ε)− xn(t1, ε)| ≤ εM |t2 − t1|. (44)

Further, the system

ẋ1(t, ε) = εX

(
t, x1(t, ε),

∫ T
ε

0

ϕ(t, s, x0)ds

)
, (45)

x1(0, ε) = x0,

is a system of kind (30) in the Averaging Lemma with the function a(t, ε) = x0, which
obviously satisfies the conditions of Lemma 4.1.

Thus, for chosen η > 0, there exists ε0 ≤ ε̄ such that, for ε < ε0, the estimate

|y(εt)− x1(t, ε)| ≤ η < ρ

2
, t ∈ [0, Tε ], (46)

holds.
By (44), the function x1(t, ε) belongs to the class AK introduced above, with K = M .

Therefore, the system of equations for determining x2(t, ε) is a system of kind (30) with
a(t, ε) = x1(t, ε). Hence, for ε ≤ ε0, the function x2(t, ε) satisfies inequality (46) as well.
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Now, setting a(t, ε) = xn−1(t, ε) for every n, we can conclude that all functions xn(t, ε)
satisfy (26) with K = M , and hence

|xn(t, ε)− y(εt)| ≤ η < ρ

2
, t ∈ [0, Tε ], (47)

for all ε ≤ ε0 = ε0(η,M). We can therefore choose one and the same ε0 for all n. In (47),
passing to the limit as n→∞ for every ε ≤ ε0 and taking into account the convergence
of xn(t, ε) to x(t, ε), we obtain the assertion of Theorem 2.1. 2

5 Proof of Theorem 2.2

Proof. Let y(τ) = y(εt) be a solution of the boundary value problem (3) − (3′′).
According to (1.4), for t ∈ [0, T ] this solution belongs to a domain D with some ρ-
neighborhood.

Let x0 = y(0) be an initial value of this solution. We now seek a solution of (1)− (1′′)
in the form

x(t, ε) = x(t, x0 + x̄, ε), (48)

where x̄ is chosen in some neighborhood of zero. We consider a solution y(τ, x0 + x̄),
y(0, x0 + x̄) = x0 + x̄ of the averaged problem. It follows from condition (8) and definition
(2) of the averaged system that the function X0(x) satisfies the Lipschitz condition with
a constant L ≤ 1

T (according to the problem statement, T is fixed).
By Gronwall’s lemma, the following estimate

|y(τ)− y(τ, x0 + x̄)| ≤ |x̄|eLT (49)

holds until y(τ, x0 + x̄) reaches the boundary of D. Therefore, if

|x̄| < ρ

2
e−LT , (50)

then a solution y(τ, x0 + x̄) exists for τ ∈ [0, T ] and belongs to a ρ
2 -neighborhood of y(τ).

Hence y(τ, x0 + x̄), together with its ρ
2 -neighborhood, belong to D.

We determine an unknown parameter x̄ in (48) from the equation

F (x0 + x̄, x(Tε , x0 + x̄, ε)) = 0. (51)

Note that Theorem 2.1 applies to the solution x(t, x0 + x̄, ε). Therefore, for ε > 0
sufficiently small, x(t, x0 + x̄, ε) exists on [0, Tε ]. Moreover, for any η > 0, there exists
ε0(η) > 0 such that, for ε ∈ (0, ε0), the following estimate is valid:

|x(t, x0 + x̄, ε)− y(εt, x0 + x̄)| ≤ η(ε)→ 0, ε→ 0. (52)

From this we see that, for ε ∈ (0, ε0), the mapping F (x0 + x̄, x(Tε , x0 + x̄, ε)), with
respect to x̄, is well-defined in a ball Br(0), where r ≤ ρ

2e
−LT .

We note also that the points x0 + x̄ and x(Tε , x0 + x̄, ε) belong to the ρ-neighborhood
of y(τ), for ε ∈ (0, ε0).

Then, by virtue of conditions (1.4) imposed upon the function F (x, y), there exists a
constant N(r) > 0 such that ‖∂F∂x ‖ ≤ N(r) and ‖∂F∂y ‖ ≤ N(r), for x̄ ∈ Br(0).

Let us represent F (x0 + x̄, x(Tε , x0 + x̄, ε)) in the following way:

F (x0 + x̄, x(Tε , x0 + x̄, ε)) = F (x0 + x̄, x(Tε , x0 + x̄, ε))−
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−F (x0 + x̄, y(T, x0 + x̄)) + F (x0 + x̄, y(T, x0 + x̄))−

−F (x0, y(T, x0)) = R1(x̄, ε) +M1(x̄, ε).

For R1(x̄, ε), the estimate

|R1(x̄, ε)| ≤ |N(r)(x(Tε , x0 + x̄, ε)− y(T, x0 + x̄))| ≤ N(r)η(ε)→ 0, ε→ 0, (53)

holds due to (52).
Under conditions of Theorem 2.2, solutions of the averaged problem depend smoothly

on initial data, hence

M1(x̄, ε) =

(
∂F (x0, y(T, x0))

∂x
+
∂F (x0, y(T, x0))

∂y
· ∂y(T, x0)

∂x0

)
x̄+

+

∫ 1

0

(
∂F (x0 + sx̄, y(T, x0 + sx̄))

∂x
− ∂F (x0, y(T, x0))

∂x

)
x̄ds+

+

∫ 1

0

(
∂F (x0 + sx̄, y(T, x0 + sx̄))

∂y
· ∂y(T, x0 + sx̄)

∂z

∣∣∣∣
z=x0+sx̄

−

−∂F (x0, y(T, x0))

∂y
· ∂y(T, x0)

∂z

∣∣∣∣
z=x0

)
x̄ds =

=

(
∂F (x0, y(T, x0))

∂x
+
∂F (x0, y(T, x0))

∂y
· ∂y(T, x0)

∂z

∣∣∣∣
z=x0

)
x̄+R2(x̄)x̄+R3(x̄)x̄. (54)

Let us consider each term of (54) separately. Using the notation of F0(x0) in (11),
the first term can be represented as(

∂F (x0, y(T, x0))

∂x
+
∂F (x0, y(T, x0))

∂y
· ∂y(T, x0)

∂z

∣∣∣∣
z=x0

)
x̄ =

∂F0

∂x0
x̄.

Regarding R2(x̄), by the uniform continuity of partial derivatives and (49), for |x̄| ≤ r,
we get the estimate

|R2(x̄)| ≤ δ(r)→ 0, r → 0, (55)

where r ≤ ρ
2e
−LT .

To estimate R3(x̄), note that the derivative ∂y(T,z)
∂z with respect to initial data satisfies

a linear variational equation and hence is a continuous function of a parameter z. So,
similarly as above, for |x̄| ≤ r, we get the estimate

|R3(x̄)| ≤ δ1(r)→ 0, r → 0. (56)

Now, equation (51) for determining x̄ can be represented in the form

|x̄| = −
(
∂F0

∂x0

)−1(
R1(x̄, ε)+

(
R2(x̄) +R3(x̄)

)
x̄
)
,

or

x̄ =

(
∂F0

∂x0

)−1

M(x̄, ε), (57)
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where M(x̄, ε) satisfies the inequality

|M(x̄, ε)| ≤ N(r)η(ε) + δ2(r)x̄, (58)

where η(ε)→ 0, ε→ 0, δ2(r), r → 0.
Let C = ‖(∂F0

∂x0
)−1‖. Choose r so that

δ2(r) ≤ 1

2
, (59)

and then choose ε1 ≤ ε0 such that

η(ε) ≤ r

2CN(r)
. (60)

Then, for |x̄| ≤ r, from (40) we obtain∥∥∥∥(∂F0

∂x0

)−1

M(x̄, ε)

∥∥∥∥ ≤ C(N(r)η(ε) + δ2(r)|x̄|) ≤ r

2
+
r

2
= r.

Thus, if (59) and (60) hold, (∂F0

∂x0
)−1M(x̄, ε) maps the ball B0(r) into itself. Note also

that, by Theorem 3.1, there exists a solution x(t, x0 + x̄, ε) that is unique on
[
0, Tε

]
and

continuously depends on x̄. Therefore the mapping (∂F0

∂x0
)−1M(x̄, ε) is well-defined and

continuous, and, by Brouwer’s theorem, it has a fixed point x̄∗ = x̄∗(ε, r), which is the
initial value of the solution of the boundary value problem (1)− (1′′).

Let us now pick r, as a function of a parameter ε, so that r(ε) → 0, ε → 0. We then
pick ε1 ≤ ε0 so that the function η(ε) in (53) satisfies the inequality

η(ε)

r(ε)
≤ 1

2CN(r(ε))
.

Note that such a choice is possible, since a function N(r(ε)), by which the partial
derivatives ∂F

∂x and ∂F
∂y are bounded in the ball B0(r), does not increase as r(ε) decreases.

The estimate (12) now follows from (49) and (52), and the proof is complete. 2
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