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1 Introduction

Fractional differential equations and inclusions have been applied in various areas of
engineering, mathematics, physics, and other applied sciences. Recently, considerable
attention has been given to the existence of solutions of initial and boundary value prob-
lems for fractional differential equations and inclusions with Caputo fractional deriva-
tives. The method of upper and lower solutions has been successfully applied to study
the existence of solutions for differential equations and inclusions; see [1–5, 11, 12] and
the references therein.

The study of fractional q-difference equations was initiated early in the 20-th cen-
tury [6, 14] and has received significant attention in recent years [10, 16]. Some inter-
esting details about initial and boundary value problems for q-difference and fractional
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q-difference equations can be found in [8, 9, 15–17] and the included references. In this
paper, we discuss the existence of solutions to the fractional q-difference inclusion

(cDα
q u)(t) ∈ F (t, u(t)), t ∈ I := [0, T ], (1)

with the boundary condition
L(u(0), u(T )) = 0, (2)

where q ∈ (0, 1), α ∈ (0, 1], T > 0, F : I ×R→ P(R) is a multivalued map, P(R) is the
family of all nonempty subsets of R, cDα

q is the Caputo fractional q-difference derivative
of order α, and L : R2 → R is a given continuous function.

This paper initiates the application of the method of upper and lower solutions to
Caputo q-fractional difference equations.

2 Preliminaries

Consider the Banach space C(I) := C(I,R) of continuous functions from I into R
equipped with the supremum (uniform) norm

‖u‖∞ := sup
t∈I
|u(t)|.

As usual, L1(I) denotes the space of measurable functions v : I → R that are Lebesgue
integrable with the norm

‖v‖1 =

∫ T

0

|v(t)|dt.

Let us recall some definitions and properties of the fractional q-calculus. For a ∈ R,
we set

[a]q =
1− qa

1− q
.

The q analogue of the power (a− b)n is

(a− b)(0) = 1, (a− b)(n) = Πn−1
k=0(a− bqk), a, b ∈ R, n ∈ N.

In general,

(a− b)(α) = aαΠ∞k=0

(
a− bqk

a− bqk+α

)
, a, b, α ∈ R.

Definition 2.1 ( [19]) The q-gamma function is defined by

Γq(ξ) =
(1− q)(ξ−1)

(1− q)ξ−1
for ξ ∈ R− {0,−1,−2, . . .}.

Notice that the q-gamma function satisfies Γq(1 + ξ) = [ξ]qΓq(ξ).
Next, we give definitions of different types of q-derivatives and q-integrals and indicate

some of their properties.

Definition 2.2 ( [19]) The q-derivative of order n ∈ N of a function u : I → R is
defined by (D0

qu)(t) = u(t),

(Dqu)(t) := (D1
qu)(t) =

u(t)− u(qt)

(1− q)t
, t 6= 0, (Dqu)(0) = lim

t→0
(Dqu)(t),

and
(Dn

q u)(t) = (DqD
n−1
q u)(t), t ∈ I, n ∈ {1, 2, . . .}.
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We set It := {tqn : n ∈ N} ∪ {0}.

Definition 2.3 ( [19]) The q-integral of a function u : It → R is defined by

(Iqu)(t) =

∫ t

0

u(s)dqs =

∞∑
n=0

t(1− q)qnf(tqn),

provided that the series converges.

We note that (DqIqu)(t) = u(t), while if u is continuous at 0, then

(IqDqu)(t) = u(t)− u(0).

Definition 2.4 ( [7]) The Riemann-Liouville fractional q-integral of order α ∈ R+ :=
[0,∞) of a function u : I → R is defined by (I0qu)(t) = u(t), and

(Iαq u)(t) =

∫ t

0

(t− qs)(α−1)

Γq(α)
u(s)dqs, t ∈ I.

Lemma 2.1 ( [20]) For α ∈ R+ := [0,∞) and λ ∈ (−1,∞), we have

(Iαq (t− a)(λ))(t) =
Γq(1 + λ)

Γ(1 + λ+ α)
(t− a)(λ+α), 0 < a < t < T.

In particular,

(Iαq 1)(t) =
1

Γq(1 + α)
t(α).

Definition 2.5 ( [21]) The Riemann-Liouville fractional q-derivative of order α ∈ R+

of a function u : I → R is defined by (D0
qu)(t) = u(t), and

(Dα
q u)(t) = (D[α]

q I [α]−αq u)(t), t ∈ I,

where [α] is the integer part of α.

Definition 2.6 ( [21]) The Caputo fractional q-derivative of order α ∈ R+ of a
function u : I → R is defined by (CD0

qu)(t) = u(t) and

(CDα
q u)(t) = (I [α]−αq D[α]

q u)(t), t ∈ I.

Lemma 2.2 ( [21]) Let α ∈ R+. Then the following equality holds:

(Iαq
CDα

q u)(t) = u(t)−
[α]−1∑
k=0

tk

Γq(1 + k)
(Dk

qu)(0).

In particular, if α ∈ (0, 1), then

(Iαq
CDα

q u)(t) = u(t)− u(0).

For a given Banach space (X, ‖ · ‖), we define the following subsets of P(X) :

Pcl(X) = {Y ∈ P(X) : Y is closed}, Pb(X) = {Y ∈ P(X) : Y is bounded},



4 S. ABBAS, M. BENCHOHRA AND J. R. GRAEF

Pcp(X) = {Y ∈ P(X) : Y is compact}, Pcv(X) = {Y ∈ P(X) : Y is convex},

Pcp,cv(X) = Pcp(X) e Pcv(X).

The following properties of multivalued maps will be needed.

Definition 2.7 A multivalued map G : X → P(X) is said to be convex (closed)
valued if G(x) is convex (closed) for all x ∈ X. A multivalued map G is bounded
on bounded sets if G(B) = ∪x∈BG(x) is bounded in X for all B ∈ Pb(X) (i.e.,
supx∈B{sup{|y| : y ∈ G(x)} exists).

Definition 2.8 A multivalued map G : X → P(X) is called upper semi-continuous
(u.s.c.) on X if for each x0 ∈ X, the set G(x0) is a nonempty closed subset of X, and
for each open set N ⊂ X containing G(x0), there exists an open neighborhood N0 of
x0 such that G(N0) ⊂ N . Moreover, G is said to be completely continuous if G(B) is
relatively compact for every B ∈ Pb(X).

Definition 2.9 Let G : X → P(X) be completely continuous with nonempty com-
pact values. Then G is u.s.c. if and only if G has a closed graph (i.e., xn → x∗, yn →
y∗, yn ∈ G(xn) imply y∗ ∈ G(x∗)). We say that G has a fixed point if there is x ∈ X
such that x ∈ G(x).

We denote by FixG the set of fixed points of the multivalued operator G.

Definition 2.10 A multivalued map G : J → Pcl(R) is said to be measurable if for
every y ∈ R, the function

t→ d(y,G(t)) = inf{|y − z| : z ∈ G(t)}

is measurable.

The following relationship between upper semi-continuous maps and closed graphs is
well known.

Lemma 2.3 ( [18]) Let G be a completely continuous multivalued map with nonempty
compact values. Then G is u.s.c. if and only if G has a closed graph.

Definition 2.11 A multivalued map F : I × R → P(R) is said to be Carathéodory
if:

(1) t→ F (t, u) is measurable for each u ∈ R;

(2) u→ F (t, u) is upper semicontinuous for almost all t ∈ I.

Moreover, F is said to be L1-Carathéodory if (1), (2), and the following condition hold:

(3) For each q > 0, there exists ϕq ∈ L1(I,R+) such that

‖F (t, u)‖P = sup{|v| : v ∈ F (t, u)} ≤ ϕq for all |u| ≤ q and for a.e. t ∈ I.
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For each u ∈ C(I,R), we define the set of selections of F by

SF◦u = {v ∈ L1(I,R) : v(t) ∈ F (t, u(t)) a.e. t ∈ I}.

Let (X, d) be a metric space induced from the normed space (X, | · |). The function
Hd : P(X)× P(X)→ R+ ∪ {∞} given by

Hd(A,B) = max{sup
a∈A

d(a,B), sup
b∈B

d(A, b)}

is known as the Hausdorff–Pompeiu metric. For more details on multivalued maps see
the books of Hu and Papageorgiou [18].

In the sequel, we need the following fixed point theorem.

Theorem 2.1 (Bohnenblust-Karlin [13]) Let X be a Banach space and K ∈
Pcl,cv(X), and suppose that the operator G : K → Pcl,cv(K) is upper semicontinuous
and the set G(K) is relatively compact in X. Then G has a fixed point in K.

3 Main Results

We begin by defining what we mean by a solution, an upper solution, and a lower solution
to our problem.

Definition 3.1 A function u ∈ C(I) is said to be a solution of (1)–(2) if there exists
a function f ∈ SF◦u such that CDα

q u(t) = f(t) a.e. t ∈ I and the boundary condition
L(u(0), u(T )) = 0 is satisfied.

Definition 3.2 A function w ∈ C(I) is said to be an upper solution of (1)–(2) if
L(w(0), w(T )) ≥ 0, and there exists a function v1 ∈ SF◦w such that CDα

q w(t) ≥ v1(t)
a.e. t ∈ I. Similarly, a function v ∈ C(I) is said to be a lower solution of (1)–(2) if
L(v(0), v(T )) ≤ 0, and there exists a function v2 ∈ SF◦v such that CDαv(t) ≤ v2(t) a.e.
t ∈ I.

We now present the main result in this paper.

Theorem 3.1 Assume that the following conditions hold:

(H1) F : I × R→ Pcp,cv(R) is Carathéodory;

(H2) There exist v, w ∈ C(I), which are the lower and upper solutions, respectively, for
problem (1)–(2) such that v ≤ w;

(H3) The function L(·, ·) is continuous on [u(0), w(0)]×[u(T ), w(T )] and is nonincreasing
in each of its arguments;

(H4) There exists l ∈ L1(I,R+) such that

Hd(F (t, u), F (t, ū)) ≤ l(t)|u− ū| for every u, ū ∈ R,

and

d(0, F (t, 0)) ≤ l(t) a.e. t ∈ I.
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Then the problem (1)–(2) has at least one solution u defined on I such that

v ≤ u ≤ w.

Proof. Consider the following modified problem

CDα
q u(t) ∈ F (t, τ(u(t))), for a.e. t ∈ I, (3)

u(0) = τ(u(0))− L(u(0), u(T )), (4)

where
τ(u(t)) = max{v(t),min{u(t), w(t)}},

and
u(t) = τ(u(t)).

A solution to (3)–(4) is a fixed point of the operator N : C(I)→ P(C(I)) defined by

N(u) = {h ∈ C(I) : h(t) = u(0) + (Iαq ν)(t)},

where
ν ∈ {x ∈ S̃1

F◦τ(u) : x(t) ≥ v1(t) on A1 andx(t) ≤ v2(t) on A2},

S1
F◦τ(y) = {x ∈ L1(I) : x(t) ∈ F (t, (τu)(t)), a.e. t ∈ I},

A1 = {t ∈ I : u(t) < v(t) ≤ w(t)}, A2 = {t ∈ I : v(t) ≤ w(t) < u(t)}.

Remark 3.1 (1) For each u ∈ C(I), the set S̃1
F◦τ(u) is nonempty. In fact, (H1)

implies that there exists v3 ∈ S1
F◦τ(u), so we set

v = v1χA1
+ v2χA2

+ v3χA3
,

where
A3 = {t ∈ I : v(t) ≤ u(t) ≤ w(t)}.

Then, by decomposability, x ∈ S̃1
F◦τ(u).

(2) From the definition of τ , it is clear that F (·, τu(·)) is an L1-Carathéodory multi-
valued map with compact convex values and there exists φ1 ∈ C(I,R+) such that

‖F (t, τu(t))‖P ≤ φ1(t) for each u ∈ R.

(3) Since τ(u(t)) = v(t) for t ∈ A1, and τ(u(t)) = w(t) for t ∈ A2, in view of (H3),
equation (4) implies that

|u(0)| ≤ |v(0)|+ |L(v(0), v(T )| ≤ |v(0)|+ |L(u(0), u(T ))| = |v(0)| on A1,

and

u(1) = w(0)− L(w(0), w(T ) ≤ w(0)− L(u(0), u(T )) = w(0) on A2.

Thus,
|u(0)| ≤ min{|v(0)|, |w(0)|}.
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Now set

L := sup
t∈I

∫ t

0

(t− qs)(α−1)

Γq(α)
dqs,

let

R := min{|v(0)|, |w(0)|}+ L‖φ1‖∞,

and consider the closed and convex subset of C(I) given by

B = {u ∈ C(I) : ‖u‖∞ ≤ R}.

We shall show that the operator N : B → Pcl,cv(B) satisfies all the assumptions of
Theorem 2.1. The proof will be given in steps.

Step 1: N(u) is convex for each y ∈ B.

Let h1, h2 belong to N(u); then there exist ν1, ν2 ∈ S̃1
F◦τ(u) such that, for each t ∈ I

and any i = 1, 2, we have

hi(t) = u(0) + (Iαq νi)(t).

Let 0 ≤ d ≤ 1. Then, for each t ∈ I, we have

(dh1 + (1− d)h2)(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
[dν1(s) + (1− d)ν2(s)]dqs.

Since SF◦τ(u) is convex (because F has convex values), we have

dh1 + (1− d)h2 ∈ N(u).

Step 2: N maps bounded sets into bounded sets in B.
For each h ∈ N(u), there exists ν ∈ S̃1

F◦τ(u) such that

h(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
ν(s)dqs.

From conditions (H1)–(H3), for each t ∈ I, we have

|h(t)| ≤ |u(0)|+
∣∣∣∣∫ t

0

(t− qs)(α−1)

Γq(α)
|ν(s)|dqs

∣∣∣∣
≤ min{|v(0)|, |w(0)|}+

∫ t

0

(t− qs)(α−1)

Γq(α)
|ν(s)|dqs

≤ min{|v(0)|, |w(0)|}+ L‖φ1‖∞.

Thus,

‖h‖∞ ≤ R.

Step 3: N maps bounded sets into equicontinuous sets of B.
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Let t1, t2 ∈ I with t1 < t2, and let u ∈ B and h ∈ N(u). Then

|h(t2)− h(t1)| =
∣∣∣∣∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

ν(s)dqs

+

∫ t2

t1

(t2 − qs)(α−1)

Γq(α)
ν(s)dqs

∣∣∣∣
≤
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

|ν(s)|dqs

+

∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

|ν(s)|dqs

≤ ‖φ1‖∞
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

dqs

+ ‖φ1‖∞
∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

dqs

→ 0 as t1 → t2.

As a consequence of the three steps above, we can conclude from the Arzelà-Ascoli
theorem that N : C(I)→ P(C(I)) is continuous and completely continuous.

Step 4: N has a closed graph.
Let un → u∗, hn ∈ N(un), and hn → h∗. We need to show that h∗ ∈ N(u∗). Now

hn ∈ N(un) implies there exists νn ∈ S̃1
F◦τ(un)

such that, for each t ∈ I,

hn(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
νn(s)dqs.

We must show that there exists ν∗ ∈ S̃1
F◦τ(u∗)

such that, for each t ∈ I,

h∗(t) = u(0) +

∫ t

0

(t− qs)(α−1)

Γq(α)
ν∗(s)dqs.

Since F (t, ·) is upper semi-continuous, for every ε > 0, there exists a natural number
n0(ε) such that, for every n ≥ n0(ε), we have

νn(t) ∈ F (t, τun(t)) ⊂ F (t, u∗(t)) + εB(0, 1) a.e. t ∈ I.

Since F (·, ·) has compact values, there exists a subsequence νnm
(·) such that

νnm
(·)→ ν∗(·) as m→∞,

and
ν∗(t) ∈ F (t, τu∗(t)) a.e. t ∈ I.

For every w ∈ F (t, τu∗(t)), we have

|νnm
(t)− ν∗(t)| ≤ |νnm

(t)− w|+ |w − ν∗(t)|.

Hence,
|νnm

(t)− ν∗(t)| ≤ d(νnm
(t), F (t, τu∗(t)).
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We obtain an analogous relation by interchanging the roles of vnm
and v∗ to obtain

|νnm
(t)− ν∗(t)| ≤ Hd(F (t, τun(t)), F (t, τu∗(t))) ≤ l(t)‖yn − y∗‖∞.

Thus,

|hnm(t)− h∗(t)| ≤
∫ t

0

|(t− qs)(α−1)|
Γq(α)

|νnm(s)− ν∗(s)|dqs

≤ ‖unm
− u∗‖∞

∫ t

0

|(t− qs)(α−1)|
Γq(α)

l(s)dqs.

Therefore,

‖hnm
− h∗‖∞ ≤ ‖unm

− u∗‖∞
∫ t

0

|(t1 − qs)(α−1)|
Γq(α)

l(s)dqs→ 0 as m→∞,

so Lemma 2.3 implies that N is upper semicontinuous.
Step 5: Every solution u of (3)–(4) satisfies v(t) ≤ u(t) ≤ w(t) for all t ∈ I.

Let u be a solution of (3)–(4). To prove that v(t) ≤ u(t) for all t ∈ I, suppose this is not
the case. Then there exist t1, t2, with t1 < t2, such that v(t1) = u(t1) and v(t) > u(t)
for all t ∈ (t1, t2). In view of the definition of τ,

CDα
q u(t) ∈ F (t, v(t)) for all t ∈ (t1, t2).

Thus, there exists y ∈ SF◦τ(v) with y(t) ≥ v1(t) a.e. on (t1, t2) such that

CDα
q u(t) = y(t) for all t ∈ (t1, t2).

An integration on (t1, t], with t ∈ (t1, t2), yields

u(t)− y(t1) =

∫ t

t1

(t− qs)(α−1)

Γq(α)
ν(s)dq.

Since v is a lower solution of (1)–(2),

v(t)− v(t1) ≤
∫ t

t1

(t− qs)(α−1)

Γq(α)
v1(s)dq, t ∈ (t1, t2).

From the facts that u(t0) = v(t0) and ν(t) ≥ v1(t), it follows that

v(t) ≤ u(t) for all t ∈ (t1, t2).

This is a contradiction, since v(t) > u(t) for all t ∈ (t1, t2). Consequently,

v(t) ≤ u(t) for all t ∈ I.

Similarly, we can prove that

u(t) ≤ w(t) for all t ∈ I.

This shows that
v(t) ≤ u(t) ≤ w(t) for all t ∈ I.
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Therefore, the problem (3)–(4) has a solution u satisfying v ≤ u ≤ w.
Step 6: Every solution of problem (3)–(4) is a solution of (1)–(2). Suppose that u

is a solution of the problem (3)–(4). Then, we have

CDα
q u(t) ∈ F (t, τ(u(t))) for a.e. t ∈ I,

and
u(0) = τ(u(0))− L(u(0), u(T )).

Since, for all t ∈ I, we have v(t) ≤ u(t) ≤ w(t), it follows that τ(u(t)) = u(t). Thus, we
have

CDα
q u(t) ∈ F (t, u(t)) for a.e. t ∈ I,

and L(u(0), u(T )) = 0. We only need to prove that

v(0) ≤ u(0)− L(u(0), u(T )) ≤ w(1),

so suppose that
u(0)− L(u(0), u(T )) < u(0).

Since L(v(0), v(T )) ≤ 0, we have

u(0) ≤ u(1)− L(v(0), v(T )),

and since L(·, ·) is nonincreasing with respect to both of its arguments,

u(0) ≤ u(0)− L(v(0), v(T )) ≤ u(0)− L(u(0), u(T )) < v(0).

Hence, u(0) < v(0), which is a contradiction. Similarly, we can prove that

u(0)− L(u(0), u(T )) ≤ w(1).

Thus, u is a solution of (1)–(2).
This shows that the problem (1)–(2) has a solution u satisfying v ≤ u ≤ w, and

completes the proof of the theorem.

Remark 3.2 In the case where L(x, y) = ax− by − c, Theorem 3.1 yields existence
results to the problem

CDα
q u(t) ∈ F (t, u(t)) for a.e. t ∈ I, (5)

ay(1)− by(T ) = c, (6)

where −b < a ≤ 0 ≤ b, c ∈ R, which includes the anti-periodic problem b = −a, c = 0,
the initial value problem, and the terminal value problem.

4 An Example

Consider the following problem of a Caputo fractional 1
4−difference inclusion of order

α = 1
2 , 

(
cD

1
2
1
4

u
)

(t) ∈ 7t2

27(1+|u(t)|) [u(t), 33(1 + u(t))], t ∈ [0, 1],

u(0) + u(1) = 1.

(7)
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Set

F (t, u(t)) =
7t2

27(1 + |u(t)|)
[u(t), 33(1 + u(t))], t ∈ [0, 1],

and L(x, y) = −x− y+ 1 for x, y ∈ R. It is easy to see that F : [0, 1]×R→ Pcp,cv(R) is
Carathéodory.

In order to see that (H2) holds, let v, w ∈ C([0, 1],R) be given by v(t) = t
5
2 and

w(t) = t
3
2 . Now L(v(0), v(1)) = 0 ≤ 0 and(

cD
1
2
1
4

v
)

(t) =
217

27
t2 ≤ 7t2

27(1 + v(t))
(31 + 31v(t)) ∈ F (t, v(t)).

Also, L(w(0), w(1)) = 0 ≥ 0 and(
cD

1
2
1
4

w
)

(t) =
7

9
t ≥ 7

9
t2 =

7t2

27(1 + w(t))
(3 + 3w(t)) ∈ F (t, w(t)).

Therefore, v and w are lower and upper solutions, respectively, for problem (7) with
v ≤ w. To see that condition (H3) is satisfied, note that L is continuous and

∂L(x, y)

∂x
=
∂L(x, y)

∂y
= −1 < 0.

Finally, for each u, ū ∈ R and t ∈ [0, 1], we have

Hd(F (t, u), F (t, ū)) ≤ 7

27
t2|u− ū| and d(0, F (t, 0)) = ‖F (t, 0)‖P ≤

7

27
t2,

so (H4) is satisfied with l(t) = 7
27 t

2.
Consequently, all conditions of Theorem 3.1 are satisfied, and so problem (7) has at

least one solution u defined on [0, 1] with t2
√
t ≤ u(t) ≤ t

√
t.

5 Concluding Remarks

In this paper the authors study the existence of solutions to a boundary value problem
for a fractional q-difference inclusion involving the Caputo fractional derivative. This
topic fits well in the scope of problems covered by the journal Nonlinear Dyamics and
Systems Theory.

This paper is the first attempt at using the method of upper and lower solutions to
study problems of this type. In order to illustrate the applicability of the results, an
example is given detailing how the various hypotheses are satisfied.
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