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1 Introduction

In the previous two decades, fractional calculus and its applications have attracted a lot
of attention. Many models or systems can be described by the fractional order dynamics,
among these are viscoelastic models [16], diffusion wave equations [5], equations of elec-
tronic circuits [7], energy supply-request equations [21], muscular blood vessel model [22],
equations of seismic tremors [1], image encryption scheme models [15], models for nonlo-
cal scourges [11], and nonlinear dynamical model of finance system [28]. In fact, classical
differential equations of integer order are generalized by fractional-order differential equa-
tions. Meanwhile, chaos is an important dynamical phenomenon which has received an
increased attention of scientists since the pioneering work of Lorenz in 1963 [6]. More re-
cently, chaotic behaviors have been found in some nonlinear fractional-order systems [25].
Moreover, the applications of chaos theory such as synchronization [4, 9] and chaos con-
trol of fractional-order hyperchaotic and chaotic systems have recently become central
topics for research [10,29].
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The fractional derivatives have sundry definitions. One of the most commonly used
definitions in real applications of fractional derivatives is the Caputo definition [14,19]

Dαf(t) = In−αDnf(t), α > 0, (1)

where Dnf represents the n order derivative of f(t) , where n = [α] is to round to the
nearest integer of α, and Iβ is the Riemann-Liouville integral operator of order β

Iβf (t) =

∫ t

0

(t− s)β−1

Γ (β)
f (s) ds, β > 0, (2)

where Γ (.) is the gamma function. And Dα is the Caputo differential operator of order
α. It has been shown that chaos in fractional-order autonomous systems can occur for
the orders less than three and this cannot happen in their integer order counterparts
according to the Poincar–Bendixon theorem, and there are two popular methods for
solving differential equations for fractional order: the frequency domain method [13] and
time domain method [17]. In the last years, the second method has proved to be more
effective because the first method is not always reliable in showing chaos [23, 24]. An
analytical solution of differential equations is often undesirable, and one uses numerical
or computational methods.

In [29], a numerical method for nonlinear fractional-order differential equations with
constant or time-varying delay is devised. We must indicate that the fractional differen-
tial equations tend to inferior the dimensionality of the differential equations, however,
introducing time retard in differential equations makes them infinite dimensional. Thus,
even a single ordinary differential equation with delay can display chaos.

Many discretization methods have been used to construct the discrete-time model
utilizing continuous-time methods such as Euler’s method, the Runge–Kutta method,
predictor-corrector method and nonstandard finite difference methods [2, 26]. Some of
them are approximation for the integral and some for the derivative.

In [8, 27], the discretization method is applied to the logistic fractional-order differ-
ential equations. This method is an approximation to the right part direction of the
differential equation with the formula: DαX (t) = f (X (t)) , t > 0, α ∈ (0, 1] .

The organization of this paper is as follows. In Section 2, the equilibrium points
are found and the discretized-time financial model with fractional order parameter is
established. In Section 3 we studied the local stability of all the equilibrium points of the
discretized fractional-order system. In Section 4, we present the numerical simulations,
which not only illustrate the validity of the theoretical analysis relative to the time step
parameter, but also exhibit the complex dynamical behaviors such as the Hopf bifurcation
and chaos phenomenon.

2 The Fractional-Order Financial Model and Its Discretization

The fractional-order finance model [28] is given by the following dynamical system: Dαx (t) = (y (t)− a)x (t) + z (t) ,
Dαy (t) = 1− x2 (t)− by (t) ,
Dαz (t) = − (x (t) + cz (t)) ,

(3)

where x is the interest rate, y is the investment demand, z is the price index, a > 0
denotes the saving amount, b > 0 denotes the cost per investment, and c > 0 denotes the
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elasticity of the demand of commercial markets. Besides, t > 0, and α is the fractional
order satisfying α ∈ (0, 1]. The equilibrium points of system (3) are given as follows:

E0 =

(
0,

1

b
, 0

)
, E1 =

(√
1− b

(
a+

1

c

)
,

(
a+

1

c

)
,−1

c

√
1− b

(
a+

1

c

))
, and E2 =(

−

√
1− b

(
a+

1

c

)
,

(
a+

1

c

)
,

1

c

√
1− b

(
a+

1

c

))
.

Now, the discretization process of the fractional-order financial system is given as
follows.

Assume that x(0) = x0, y(0) = y0 and z(0) = z0 are the initial conditions of system
(3) . So, the discretization of system (3) with piecewise constant arguments is given as

Dαx (t) =

(
y

([
t

h

]
h

)
− a
)
x

([
t

h

]
h

)
+ z

([
t

h

]
h

)
,

Dαy (t) = 1− x2
([

t

h

]
h

)
− by

([
t

h

]
h

)
,

Dαz (t) = −
(
x

([
t

h

]
h

)
+ cz

([
t

h

]
h

))
.

(4)

First, let t ∈ [0, h) , so t/h ∈ [0, 1) . Thus, we obtain Dαx (t) = (y0 − a)x0 + z0,
Dαy (t) = 1− x20 − by0,
Dαz (t) = − (x0 + cz0) ,

(5)

and the solution of (5) is reduced to
x1(t) = x0 + Jα ((y0 − a)x0 + z0) = x0 +

tα

Γ (1 + α)
[(y0 − a)x0 + z0)] ,

y1(t) = y0 + Jα
(
1− x20 − by0

)
= y0 +

tα

Γ (1 + α)

[
1− x20 − by0

]
,

z1(t) = z0 + Jα (− (x0 + cz0)) = z0 +
tα

Γ (1 + α)
[− (x0 + cz0)] .

(6)

Second, let t ∈ [h, 2h) , which makes t/h ∈ [1, 2) . Hence, we get Dαx(t) = (y1 − a)x1 + z1,
Dαy(t) = 1− x21 − by1,
Dαz(t) = − (x1 + cz1) ,

(7)

which have the following solution

x2(t) = x1 (h) + Jαh ((y1 − a)x1 + z1) = x1 (h) +
(t− h)

α

Γ (1 + α)
[(y1 − a)x1 + z1] ,

y2(t) = y1 (h) + Jαh
(
1− x21 − by1

)
= y1 (h) +

(t− h)
α

Γ (1 + α)

[
1− x21 − by1

]
,

z2(t) = z1 (h) + Jαh (− (x1 + cz1)) = z1 (h) +
(t− h)

α

Γ (1 + α)
[− (x1 + cz1)] ,

(8)
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where Jαh =
∫ t
h

(t− s)α−1

Γ (α)
ds, α > 0. Thus, after repeating the discretization process n

times, we obtain

xn+1(t) = xn (nh) +
(t− nh)

α

Γ (1 + α)
[(yn (nh)− a)xn (nh) + zn (nh)] ,

yn+1(t) = yn (nh) +
(t− nh)

α

Γ (1 + α)

[
1− x2n (nh)− byn (nh)

]
,

zn+1(t) = zn (nh) +
(t− nh)

α

Γ (1 + α)
[− (xn (nh) + czn (nh))] ,

(9)

where t ∈ [nh, (n+ 1)h). For t→ (n+ 1)h, system (9) is reduced to
xn+1 = xn +

hα

Γ (1 + α)
[(yn − a)xn + zn] ,

yn+1 = yn +
hα

Γ (1 + α)

[
1− x2n − byn

]
,

zn+1 = zn +
hα

Γ (1 + α)
[− (xn + czn)] ,

(10)

which can be expressed as xn+1 = xn + s [(yn − a)xn + zn] ,
yn+1 = yn + s

[
1− x2n − byn

]
,

zn+1 = zn + s [− (xn + czn)] ,
(11)

in which s =
hα

Γ (1 + α)
.

3 Stability of the Fixed Points of Discretized Systems

In the following, we discuss the local stability of the equilibrium points of system (11).
In fact, the local stability of the discrete-time system (11) is determined by calculating
the eigenvalues of the Jacobian matrices corresponding to its equilibrium points. Hence,
the Jacobian matrix of system (11) is given as follows:

JEeq =

 1 + s (yn − a) sxn s
−2sxn 1− bs 0
−s 0 1− cs

 . (12)

In order to study stability of the equilibrium points of system (11) , we recall the following
two lemmas and theorem.

Lemma 3.1 [18] Let F (λ) = λ2 − Trλ + Det. Suppose that F (1) > 0, λ1, λ2 are
the two roots of F (λ) = 0. Then

1. |λ1| < 1 and |λ2| < 1 if and only if F (−1) > 0 and Det < 1.

2. |λ1| < 1 and |λ2| > 1 or |λ1| > 1 and |λ2| < 1 if and only if F (−1) < 0.

3. |λ1| > 1 and |λ2| > 1 if and only if F (−1) > 0 and Det > 1.

4. λ1 = −1 and λ2 6= 1 if and only if F (−1) = 0 and Tr 6= 0, 2.
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5. λ1 and λ2 are complex and |λ1| = |λ2| if and only if Tr2 − 4Det < 0 and Det = 1.

Lemma 3.2 [20] Let equation λ3 + aλ2 + bλ+ c = 0, where a, b, c ∈ R. Let further
A = a2 − 3b, B = ab− 9c, C = b2 − 3ac, and ∆ = B2 − 4AC. Then

1. The equation has three real roots if and only if ∆ ≤ 0.

2. The equation has one real root λ1 and a pair of conjugate complex roots if and only
if ∆ > 0. Furthermore, the conjugate complex roots λ2,3 are

λ2,3 =
1

6

[
3
√
y1 + 3

√
y2 − 2a±

√
3i ( 3
√
y1 − 3

√
y2)
]
,

where

y1,2 = aA+
3

2

(
−B ±

√
∆
)
.

Theorem 3.1 [20] The equilibrium point Eeq has the following topological types of
its all values of parameters:

1. Eeq is asymptotically stable if one of the following conditions holds:

1.1. ∆ ≤ 0, P (1) > 0, P (−1) < 0 and −1 < λ∗1,2 < 1,

1.2. ∆ > 0, P (1) > 0, P (−1) < 0 and |λ2,3| < 1.

2. Eeq is unstable if one of the following conditions holds:

2.1. ∆ ≤ 0, and one of the following conditions holds:

2.1.1. P (1) > 0, P (−1) > 0 and λ∗2 < −1 or λ∗2 > 1,

2.1.2. P (1) < 0, P (−1) < 0 and λ∗2 < −1 or λ∗2 > 1,

2.2. ∆ > 0, and one of the following conditions holds:

2.2.1. P (1) < 0 and |λ2,3| > 1,

2.2.2. P (−1) > 0 and |λ2,3| > 1.

3. Eeq is one-dimensional if one of the following conditions holds:

3.1. ∆ ≤ 0, and one of the following conditions holds:

3.1.1. P (1) > 0, P (−1) < 0, and λ∗1 < −1 or λ∗2 > 1,

3.1.2. P (1) < 0, P (−1) > 0,

3.2. ∆ > 0, and one of the following conditions holds:

3.2.1. P (1) > 0, P (−1) < 0 and |λ2,3| > 1,

3.2.2. P (1) < 0 and |λ2,3| < 1,

3.2.3. P (−1) > 0 and |λ2,3| < 1.

4. Eeq is two-dimensional if one of the following conditions holds:

4.1. ∆ ≤ 0, and one of the following conditions holds:

4.1.1. P (1) > 0, P (−1) > 0 and −1 < λ∗2 < 1,

4.1.2. P (1) < 0, P (−1) < 0 and −1 < λ∗1 < 1,

4.2. ∆ > 0, and one of the following conditions holds:
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4.2.1. P (−1) < 0 and |λ2,3| < 1,

4.2.2. P (1) > 0 and |λ2,3| < 1.

5. Eeq is non-hyperbolic if one of the following conditions holds:

5.1. ∆ ≤ 0, and P (1) = 0 or P (−1) = 0,

5.2. ∆ > 0, and P (1) = 0 or P (−1) = 0 or |λ2,3| = 1.

3.1 Stability of fixed point E0

The Jacobian matrix of E0 of system (11) is

JE0
=

 1 + s

(
1

b
− a
)

0 s

0 1− bs 0
−s 0 1− cs

 . (13)

The characteristic equation of the Jacobian matrix (13) is

(λ− (−bs+ 1))
(
λ2 − Tr0λ+Det0

)
= 0, (14)

where Tr0 =

(
2− 1

b
s (ab+ bc− 1)

)
,

Det0 =

(
1

b

(
(b− c+ abc) s2 + (1− bc− ab) s+ b

))
, and s1 =

ab+ bc− 1

b− c+ abc
, , s4 =

2

b
,

s2 = −

(√
− (2b+ ab− bc− 1) (2b− ab+ bc+ 1)− ab− bc+ 1

)
b− c+ abc

,

and s3 =

(√
− (2b+ ab− bc− 1) (2b− ab+ bc+ 1) + ab+ bc− 1

)
b− c+ abc

.

Theorem 3.2 If the equilibrium point E0 exists and c ≥ a+ 2, and b >
c

ac+ 1
with

a ≥ 0, then it has the following topological types of its all values of parameters:

(i) E0 is asymptotically stable if 0 < h < min
(
α
√
s2Γ (1 + α), α

√
s4Γ (1 + α)

)
.

(ii) E0 is unstable if h > max
(
α
√
s3Γ (1 + α), α

√
s4Γ (1 + α)

)
.

Proof. By applying stability conditions and using Lemma 3.1 the results (i) and (ii)
can be achieved with s2 < s1 < s3. 2

3.2 Stability of fixed points E1 and E2

The Jacobian matrix of model (11) at the equilibrium points E1 and E2 is

JE1
=


1

c
(c+ s) s

√
−1

c
(b− c+ abc) s

−2s

√
−1

c
(b− c+ abc) 1− bs 0

−s 0 1− cs

 (15)
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and

JE2
=


1

c
(c+ s) −s

√
−1

c
(b− c+ abc) s

2s

√
−1

c
(b− c+ abc) 1− bs 0

−s 0 1− cs

 , (16)

for the convenience of calculations, we denote

η1 = 2 (c− b− abc) , η2 =
1

c

(
2c− 3b+ bc2 − 2abc

)
, and η3 = −1

c

(
c2 + bc− 1

)
.

The corresponding characteristic equation of JE1
and JE2

can be written as

P1 (λ) = λ3 + b1λ
2 + b2λ+ b3, (17)

where b1 = −η3s− 3, b2 = η2s
2 + 2η3s+ 3, and b3 = η1s

3 − s2η2 − η3s− 1.

By calculating, we further have

A = b21 − 3b2 = −s2
(
3η2 − η23

)
,

B = b1b2 − 9b3 = −s3 (9η1 + η2η3) + s2
(
6η2 − 2η23

)
,

C = b22 − 3b1b3 =
(
η22 + 3η1η3

)
s4 + (9η1 + η2η3) s3 +

(
η23 − 3η2

)
s2,

and

∆ = B2 − 4AC = s6∆∗,

where ∆∗ = 3
(
27η21 + 18η1η2η3 − 4η1η

3
3 + 4η32 − η22η23

)
.

The derivative of P1 (λ) is P ′1 (λ) = 3λ2+2b1λ+b2. Obviously, the equation P ′1 (λ) = 0
has two roots as follows:

λ∗1,2 =
1

3

(
−b1 ±

√
b21 − 3b2

)
=

1

3

(
sη3 + 3± s

√
η23 − 3η2

)
. (18)

When ∆∗ ≤ 0, namely, ∆ ≤ 0, by Lemma 3.2, we have that equation (17) has three
real roots λ1, λ2 and λ3. From this, we can easily prove that two roots λ∗1,2 (let λ∗1 ≤ λ∗2)
of equation P ′1 (λ) = 0 also are real.

When ∆∗ > 0, namely, ∆ > 0, by Lemma 3.2, we have that equation (17) has one

real root λ1 as follows: λ1 = −b1 + y
1
3
1 + y

1
3
2

3
, and a pair of conjugate complex roots

λ2,3, and the conjugate complex roots are λ2,3 =
−2b1 + y

1
3
1 + y

1
3
2

6
± i

√
3
(
y

1
3
1 − y

1
3
2

)
6

,

where

y1,2 = b1A+
3(−B ±

√
∆)

2
=
s3

2

((
−2η33 + 9η2η3 + 27η1

)
±
√

∆∗
)
.

Further, we have P1 (1) = η1s
3, and P1 (−1) = η1s

3 − 2η2s
2 − 4η3s− 8, and we pose

s1 = −
(
η3+
√
−4η2+η23

)
η2

, s2 = −
(
η3−
√
−4η2+η23

)
η2

and s3 =

(
−3η3−

√
3
√
−8η2+3η23

)
2η2

,

s4 =

(
−3η3+

√
3
√
−8η2+3η23

)
2η2

and s5 = 2η2
η1
, s6 = −

(
2η3+2

√
η23−3η2

)
η2

and

(η1)1 =
2

(
η3(η23− 9

2η2)−
√
−(3η2−η23)

3
)

27 , (η1)2 =
2

(
η3(η23− 9

2η2)+
√
−(3η2−η23)

3
)

27 .

Now, relative to the dynamical properties of the equilibrium points E1 and E2, we
have the following result.
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Theorem 3.3 If the equilibrium point E1 or E2 exists and

√
23

3
≤ a ≤

√
27

3
,

√
11

8
≤

b ≤
√

18

10
and

√
35

3
≤ c ≤ 2, then it has the following topological types of its all values of

parameters:

(i) E1 or E2 is asymptotically stable if 0 < h < α
√
s3Γ (1 + α) or h > α

√
s4Γ (1 + α).

(ii) E1 or E2 is unstable if α
√
s3Γ (1 + α) < h < α

√
s1Γ (1 + α) or α

√
s2Γ (1 + α) < h <

α
√
s4Γ (1 + α).

(iii) E1 or E2 is non-hyperbolic if h = α
√
s3Γ (1 + α) or h = α

√
s4Γ (1 + α).

Proof. Here η1, η2 > 0, η3 < 0.
We have ∆ > 0 if η1 > (η1)2 . We also achieve these conditions

(
−4η2 + η23

)
> 0,

27η1 + 3η2η3 > 0 and −η2η3 − η1 > 0.

We assume E1 =
3
√
y1 + 3

√
y2

s
− η3. And by calculation, we find

‖λ2,3‖2 − 1 =
(
E2

1 + 3η3E1 + 9η2
)
s2 + (9η3 + 3E1) s, (19)

and

|λ1| − 1 =
1

3
sE1 − 2. (20)

The conditions ‖λ2,3‖ = 1, |λ1| = 1, are realized if and only if s = s3 or s = s4.
And the conditions ‖λ2,3‖ < 1, |λ1| < 1 are verified if and only if

0 < s <

(
−3

E1 + 3η3
E2

1 + 3η3E1 + 9η2

)
and 0 < s <

(
6

E1

)
.

So

0 < s < 2s+ s
sη3 + 2

η2s2 + 2η3s+ 4
< −3

E1 + 3η3
E2

1 + 3η3E1 + 9η2
, (21)

s
(
η2s

2 + 3η3s+ 6
)

η2s2 + 2η3s+ 4
is positive if

(
η2s

2 + 3η3s+ 6
)
> 0 and

(
η2s

2 + 2η3s+ 4
)
> 0.

We finally obtain ‖λ2,3‖ < 1, |λ1| < 1, if s ∈ (]0, s1[ ∪ ]s2,+∞[)∩ (]0, s3[ ∪ ]s4,+∞[) .
And the conditions ‖λ2,3‖ < 1, |λ1| > 1 are verified if and only if 0 < s <(
−3

E1 + 3η3
E2

1 + 3η3E1 + 9η2

)
and s >

(
6

E1

)
. So

0 < s < −3
E1 + 3η3

E2
1 + 3η3E1 + 9η2

< −s sη3 + 2

η2s2 + 2η3s+ 4
, (22)

s
(
η2s

2 + 3η3s+ 6
)

η2s2 + 2η3s+ 4
is negative if

(
η2s

2 + 3η3s+ 6
)
< 0 and

(
η2s

2 + 2η3s+ 4
)
> 0.

We finally obtain ‖λ2,3‖ < 1, |λ1| > 1, if s ∈ (]0, s1[ ∪ ]s2,+∞[) ∩ (]s3, s4[) .
The intersection of the previous fields gives us the following results.
E1 or E2 is asymptotically stable if s ∈ ]0, s3[ or ]s4,+∞[ , E1 or E2 is unstable

if s ∈ ]s3, s1[ or ]s2, s4[ , and E1 or E2 is non-hyperbolic if s = s3 or s = s4 with
s3 < s1 < s2 < s4.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 20 (3) (2020) 253–266 261

Theorem 3.4 If the equilibrium point E1 or E2 exists and
9

20
≤ b ≤ 1

2
, 2 ≤ c ≤

5

2
and

9

5
≤ a <

c− b
bc

, then it has the following topological types of its all values of

parameters:

(i) E1 or E2 is asymptotically stable if 0 < h < α
√
s6Γ (1 + α).

(ii) E1 or E2 is unstable if h > α
√
s5Γ (1 + α).

Proof. Here η1, η2 > 0, η3 < 0.
We have ∆ ≤ 0 if η1 ≤ (η1)2 . We also achieve these conditions

(
−4η2 + η23

)
> 0,

27η1 + η2η3 < 0. We will rely on Theorem 3.1 to find the final conditions:

1. P1 (1) > 0 and P1 (−1) < 0 are verifed if s ∈ ]0, s5[ .

2. P1 (1) > 0 and P1 (−1) > 0 are verifed if s ∈ ]s5,+∞[ .

3. −1 < λ∗1,2 < 1 is realized if s ∈ ]0, s6[ .

4. λ∗1 < −1 is realized if s ∈ ]s6,+∞[ .

The intersection of the previous fields gives us the following results.
Condition (1.1.) of Theorem 3.1 is verified if s ∈ ]0, s6[ , and condition (3.1.1.) of

Theorem 3.1 is verified if s ∈ ]s5,+∞[ with s6 < s5.

4 Numerical Simulations

In this section, we present the bifurcation diagrams, the phase portraits of the model
(11), which confirm the analytical results above and illustrate the dynamic behaviors of
our model using the digital relay. A bifurcation occurs when the stability of a point of
equilibrium changes [12].

As discussed earlier in Section 3, this paper focuses on varying the time step size
parameter h and the fractional-order parameter α in the model (11) .

Based on the previous analysis, the parameters of the model (11) can be examined
by:

varying h in the range 1.25 ≤ h ≤ 1.4 and fixing a = 1.63, b = 0.418, c = 1.98, α =
0.99 with the initial conditions (x0, y0, z0) = (0.3, 2.11, − 0.1) . The resulting points are

plotted versus the parameter h (see Figure 1). According to Theorem 3.3, we have

√
23

3
<

a <

√
27

3
,

√
11

8
< b <

√
18

10
and

√
35

3
< c < 2; and E1 is asymptotically stable if 1.25 ≤

h < α
√
s3Γ (1 + α) (see Figure 2(a)), the neighbor trajectories converge to the point E1.

If h = α
√
s3Γ (1 + α) ' 1.3045, system (11) undergoes a Hopf bifurcation as mentioned

above (see Figure 2(b)); the fixed point E1 becomes unstable if α
√
s3Γ (1 + α) < h <

α
√
s1Γ (1 + α) with α

√
s1Γ (1 + α) ' 1.6684 (see Figure 2(c) and 2(d)).

Second, varying α in the range 0.1 ≤ α ≤ 0.8 and fixing h = 1.393, the resulting
points are plotted versus the parameter α (see Figure 3).

We note that the increase of α causes instability of the fixed point. If α < 0.44, the
fixed point E1 is locally asymptotically stable (see Figure 4(a)), the neighbor trajectories
converge to the point E1. If α = 0.44, system (11) undergoes a Hopf bifurcation (see
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Figure 1: Bifurcation Diagram of Model (11) for h ∈ [1.25, 1.4].
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(a) Stable equilibria at h = 1.3.

0 50 100 150 200

n

-0.37

-0.36

-0.35

-0.34

-0.33

-0.32

-0.31

-0.3

-0.29

x n

0 50 100 150 200

n

2.1

2.11

2.12

2.13

2.14

2.15

2.16

2.17

y n

0 50 100 150 200

n

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

z n

(b) The equilibrium point loses stability at
h = 1.3045.
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(c) Unstable equilibria at h = 1.306.
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(d) Unstable equilibria at h = 1.4.

Figure 2: The Trajectory Diagrams of Model (11) for Various h Corresponding to Figure (1).

Figure 4(b)). The fixed point E1 becomes unstable if 0.44 < α ≤ 0.8, as shown in Figure
4(c) and 4(d).

Third, varying b and fixing h = 1.399, α = 0.99, the resulting points are plotted
versus the parameter b (see Figure 5).

Attracting invariant circles and chaos appear when b decreases, so that the variable
belongs to the domain [0.417, 0.5] . The phase portraits for various b-values corresponding



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 20 (3) (2020) 253–266 263

Figure 3: Bifurcation Diagram of Model (11) for α ∈ [0.1, 0.8].
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(a) Stable equilibria at α = 0.42.
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(b) The equilibrium point loses stability at
α = 0.44.
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(c) Unstable equilibria at α = 0.445.
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(d) Unstable equilibria at α = 0.8.

Figure 4: The Trajectory Diagrams of Model (11) for Various α Corresponding to Figure (3).

to Figure 5 are plotted.

Furthermore, the period−2 orbits (b = 0.44) are shown in Figure 6(d), and for
the attracting invariant circles (b = 0.4395) see Figure 6(c). The quasi-periodic orbits
(b = 0.428) are observed in Figure 6(b). Attracting chaotic sets are also seen if b = 0.418
and are plotted in Figure 6(a).
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Figure 5: Bifurcation Diagram of Model (11) for b ∈ [0.417, 0.5].

(a) Chaotic attractor at b = 0.418. (b) Quasi-periodic orbits at b = 0.428.

(c) Attracting invariant circles at b = 0.4395. (d) Period−2 orbits at b = 0.44.

Figure 6: Phase Portrait Diagrams of Model (11) for Various b Corresponding to Figure (5).

5 Conclusion

In this paper, a discrete-time financial system has been discussed; such a discrete-time
model is obtained from the discretization of the fractional-time financial system. The
discretization method provides crucial terms such as the time step parameter (h) and
fractional-order parameter (α), which are then varied in order to describe the dynamical
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behaviors of the model. Note that, whenever we diversify h and α, the system displays
many dynamic behaviors including the appearance of bifurcation. Also, the variable
b, whenever we change it, shows the bifurcation, attracting invariant circle and chaotic
sets. Analytically, sufficient conditions are given to the parameter h for the local stability
of equilibrium points. Moreover, numerical continuation is carried out to illustrate the
validity of the analytical results.
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