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PREFACE TO THE JOURNAL
Nonlinear Dynamics and Systems Theory represent a new direction of in-
vestigation during the last two decades. The primary goal of the Theory of
Systems is to develop unified methods of mathematical modelling of pro-
cesses and phenomena, in nature and society, so that to establish the condi-
tions of their dynamics and to control them, if necessary. This aim can be
attained by a profound and comprehensive analysis of various phenomena
occurring in the world that, as a rule, are nonlinear, nonstationary, with
random and/or parametric perturbations, taking place at changing of the
environment parameters, in near-Earth area or in space.

The hierarchy of theories, at different levels appearing in the result of an-
alytical, qualitative, numerical or experimental studies of such type systems
is a corner-stone of the Theory of Systems being developed nowadays.

The constructive results of Nonlinear Dynamics have created necessary
premises for the development of the mathematical Theory of Systems char-
acterized by at least two exceptional features:

– the higher degree of generality of the mathematical modelling technique
for real processes and phenomena (continuous, discrete, impulsive, system
with delay, etc.), and

– “available” transparency for returning from general results to various
concrete phenomena and technologies being partial interpretations.

The new Journal presented to the attention of the readers and investiga-
tors encompasses a wide branch of natural sciences falling under the scope
of Nonlinear Dynamics and Systems Theory:

* Analysis of uncertain systems
* Bifurcations and instability in dynamical behaviors
* Celestial mechanics, variable mass processes, rockets
* Control of chaotic systems
* Controllability, observability, and structural properties
* Deterministic and random vibrations
* Differential games
* Dynamical systems on manifolds
* Dynamics of systems of particles
* Hamilton and Lagrange equations
* Hysteresis
* Identification and adaptive control of stochastic systems
* Modelling of real phenomenon by ODE, FDE and PDE
* Nonlinear boundary problems
* Nonlinear control systems, guided systems
* Nonlinear dynamics in biological systems
* Nonlinear fluid dynamics
* Nonlinear oscillations and waves
* Nonlinear stability in continuum mechanics
* Non-smooth dynamical systems with impacts or discontinuities
* Numerical methods and simulation
* Optimal control and applications
* Qualitative analysis of systems with aftereffect

iii
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* Robustness, sensitivity and disturbance rejection
* Soft computing: artificial intelligence, neural networks, fuzzy logic,

genetic algorithms, etc.
* Stability of discrete systems
* Stability of impulsive systems
* Stability of large-scale power systems
* Stability of linear and nonlinear control systems
* Stability theory of intelligence media
* Stochastic approximation and optimization
* Symmetry in mechanics.

The aim of the new Journal of Nonlinear Dynamics and Systems Theory
is to publish the most significant scientific results in the field obtained at
the leading mathematical centres of Europe, in the countries of the former
USSR and the rest of the world.

The papers will be thoroughly reviewed by the Regional Editors and the
members of the Editorial Board of the Journal.

Our Journal is open to all scientists and experts who consider it suitable
for new contributions to Nonlinear Dynamics and Systems Theory and aims
at the presentation of such new results to the world scientific community.

I have the pleasure to express my sincere gratitude to Professor,
Dr.V.Lakshmikantham for his kind support in settng up new journal un-
der methodological and academic auspices of International Federation of
Nonlinear Analysts (USA).

Also, I am thankful to all people who have helped us in one way or another
while starting this Journal.

Professor A.A. Martynyuk
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Abstract: The consistent Lyapunov methodology enables us, after its sin-

gle application, to solve completely the asymptotic (or, exponential) stability

problem, to construct a system Lyapunov function and to determine accu-

rately the domain of asymptotic stability. This is achieved in the paper for

invariant sets of non-differentiable time-varying non-linear systems. The re-

sults (proved in details) presentthe necessary and sufficient conditions for:

asymptotic stability, for a determination of a system Lyapunov function and

for a set to be the asymptotic stability domain. They are not expressed in

terms of existence of a system Lyapunov function. They determine well the

procedure how to resolve all the relevant problems.

Keywords: Asymptotic stability domains; Lyapunov method; Lyapunov functions;

non-linear systems; sets; uniform asymptotic stability.

Mathematics Subject Classification (2000): 34C35, 34D05, 34D20, 34D45,

34H05, 54H20, 93C10, 93C15, 93C50, 93C60, 93D05, 93D20, 93D30.

1 Introduction

The fundamental Lyapunov method [1] is based on two different methodologies, one for

time-invariant linear systems and another one for all other systems. The former enables

us to effectively apply the method and to get a definite result after its single applica-

tion. The latter, which will be called the classical Lyapunov methodology (for non-linear
systems), does not. The latter lesses us to face two crucial problems unsolved: a) how

c© 2001 Informath Publishing Group. All rights reserved. 1



2 LY.T. GRUYITCH

to construct a system Lyapunov function and b) how to determine the exact asymptotic

stability domain. The classical Lyapunov methodology (for non-linear systems) starts

with a trial to guess a suitable choice of a positive definite function v(.). Its application

continues with the negative (semi-) definiteness test of the total time derivative of v(.)
along system motions. The theorems established for time-varying non-linear systems

have been expressed only in terms of existence of a Lyapunov function v(.) [u(.)] rather

than to clarify how to find it for a given non-linear system. If the weak inequlaity in

the condition on the Lyapunov function derivative is replaced by the equality, then they

do not provide any guideline how to chose a function p(.) in v(1)(.) = −p(.) {or equiv-

alently, in u(1) = −p(.)[1 − u(.)]}. Once we understand this, it appears clear that we

meet two subproblems: a) what are properties of the system and of the function p(.) to

garantee existence of a solution to the differential equation, and b) what are, relative to

a selected p(.), the necessary and sufficient conditions for a solution v(.) {u(.)}, respec-

tively, to guarantee uniform asymptotic stability of an invariant set and/or to determine

accurately its domain of uniform asymptotic stability. The former problem is purely

mathematical problem that is not related to the stability issue. However, the latter one

is crucial for solving the stability problems.

Bhatia [2, 3], Bhatia and Lazer [4], Bhatia and Szegö [5], Corne and Rouche [6], Ha-

jek [7, 8], Ladde et al. [9], Ladde and Leela [10, 11], Lakshmikantham and Leela [12, 13],

LaSalle [14], Yoshizawa [15 – 18] and Zubov [19] extended the classical Lyapunov method-

ology from the analysis of stability properties of a state and of a motion to the analysis

of various stability properties of sets.

A novel Lyapunov methodology for asymptotic stability analysis of the zero equilib-

rium state of non-linear time-invariant systems was discovered and established in [20 –

32]. It was extended to the asymptotic stability analysis of the zero equilibrium state

of non-linear time-varying systems in [33 – 35], as well as of constant sets of non-linear

time-invariant systems in [36] and of those time-varying in [37]. It has been aimed at

solving the open stability problems. The methodology starts with a determination of a

functional family L(.) [E(.)] of functions p(.) that can be used to generate a function

v(.) [or, u(.)]. An important feature of the novel Lyapunov methodology and of the

functional family as its tool is that it permits an arbitrary selection of a function p(.)
in the family in order to determine exactly a system Lyapunov function. Its another

important characteristic is that it provides stability conditions that are not expressed

in terms of existence of a system Lyapunov function. The methodology terminates by

verifying the properties of v(.) [or, u(.)], which are both necessary and sufficient for as-

ymptotic stability of the zero state (or, of a time-invariant set), and/or for a set N to be

the domain of its asymptotic stability. This methodolgy is consistent with Lyapunov’s

original methodlogy for time-invariant linear systems and has been called the consistent
Lyapunov methodology (for both linear and non-linear systems) [37, 38].

The paper [38] further broadened the consistent Lyapunov methodology by presenting

the complete solutions for uniform asymptotic stability of invariant sets of time-varying

non-linear systems with differentiable motions. The class of systems will be enlarged in

what follows by allowing for system motions to be non-differentiable.

The structure is the following: there are eight sections, an appendix and a list of

references in the paper. A brief explanation of the notation is available in the next

section. The relaxed smoothness properties of the systems are explained in Section 3

that is on the system description. Various stability domains are defined in Section 4.

Functional families L(.) and E(.) are introduced in Section 5. The key part are Section 6,
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which contributes with new criteria for asymptotic stability domains of the sets, and

Section 7 that presents the analogous conditions for uniform asymptotic stability of the

sets. This order of the Sections 7 and 8 eases significantly their proofs. The criteria expose

the consistent Lyapunov methodology. The conclusions compose Section 8. Appendix

preceeds the list of references, which terminates the paper.

2 Notation

Capital italic Roman letters are used for sets, lower case block Roman characters for

vectors, Greek letters and lower case italic letters denote scalars except for the empty

set ∅ and subscripts. The boundary, interior and closure of a set A are designated by

∂A, InA and ClA, respectively, where A is time-invariant set. If A(.) : R → 2R
n

is a

set-valued function then its instantaneous set value A(t) at an arbitrary time t ∈ R will

be called a time-varying set A(t). Let ‖.‖ : Rn → R+ be Euclidean norm on Rn, where

R+ = [0,∞) = {ξ : ξ ∈ R, 0 ≤ ξ < ∞}. An initial time t0 ∈ Ri, where Ri = (σ,∞),

σ ∈ [−∞,∞). It determines R0 = [t0,∞). Let R+ = (0,∞) = {ξ : ξ ∈ R, 0 < ξ <∞}.
A set J , J ⊂ Rn, will be a compact connected invariant set of the system with

the boundary ∂J being also an invariant set. Its time-varying neighbourhood at time

t ∈ R will be denoted by A(t; J), M(t; J) or S(t; J), and its δ-neighbourhood will be

designated by Bδ(J), where δ ∈ R+ and Bδ(J) = {x : ρ(x, J) < δ} with the distance

function ρ(.) : R× 2R
n

→ R+ induced by ‖.‖ as ρ(x, J) = inf{‖x− y‖ : y ∈ J}. Notice

that J ⊂ A(t; J), ∀ t ∈ R, and J ⊂ Bδ(J). Besides, Mm(Ri; J) = ∩[M(t; J) : t ∈ Ri],
MM (Ri; J) = ∪[M(t; J) : t ∈ Ri] and S(Ri; J) = ∩[S(t; J) : t ∈ Ri] = Sm(Ri; J). The

distance between sets M1(t; J) and M2(t; J) at time t is the instantaneous value of a set-

distance function ρ(.) at time t, ρ(.) : 2R
n

× 2R
n

→ R+, where ρ[M1(t; J),M2(t; J)] =

max{sup[ρ(x,M1(t; J)) : x ∈M2(t; J)], sup[ρ(y,M2(t; J)) : y ∈M1(t; J)]}.
Let tk → τ as k → ∞, where in special cases of an unbounded value of t:

tk < τ if τ = ∞,

tk > τ if τ = −∞.

A non-empty set-valued function M(.) : R × 2R
n

→ 2R
n

is continuous at τ ∈ R if

and only if for every ε ∈ R+ there is L ∈ {1, 2, . . .}, L = L(ε; τ), such that k > L
implies d{M(tk; J),M(τ ; J)} < ε. It is continuous on R(.) if and only if it is continuous

at every t ∈ R(.), which is denoted by M(t; J) ∈ C(R(.)). The time-varying set M(t; J)

is non-empty, connected and/or compact on R(.) if and only if it is non-empty, connected

and/or compact at every t ∈ R(.), respectively.

Da(t; J), Ds(t; J) and D(t; J) will represent the (instantaneous) domain of attraction

of the set J at time t, its domain of stability at time t and its domain of asymptotic

stability at the same time t, respectively. Their definitions are given in Section 4.

Let x(.; t0, x0) be motion (solution) of a system through x0 at an initial time t0, and

let its vector value at time t be x(t), x(t) = x(t; t0, x0).

If a function v(.) : R× Rn × 2R
n

→ R is continuous on R ×Rn then we will use its

right-hand Dini derivative D+v(t, x; J) taken along system motions and determined at

(t, x) ∈ R× Rn with J being fixed:

D+v(t, x; J) = lim sup

{

v[t+ θ,x(t+ θ; t, x); J ] − v(t, x; J)

θ
: θ → 0

+

}

.
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Let ζ ∈ R+ and p(.), [v(.)] : R × Rn × 2R
n

→ R. Then Pζ(t; J), [Vζ(t; J)] is the

largest open connected neighbourhood of J at time t ∈ R such that p(t, x; J) < ζ,
[v(t, x; J) < ζ] for every x ∈ Pζ(t; J), [Vζ(t; J)].

K is the family defined by Hahn [39] of all the comparison functions ϕ(.) : R+ → R+

strictly increasing, continuous and vanishing at the origin:

ϕ(ζ1) < ϕ(ζ2), 0 ≤ ζ1 < ζ2, ϕ(ζ) ∈ C(R+), ϕ(0) = 0.

3 System Description

Time-varying non-linear systems studied herein in general are described by (1),

dx(t)

dt
= f(t, x(t)), x(.) : R → Rn, f(.) : R×Rn → Rn, (1)

and by one of the following features:

Weak smoothness property

(i) There is an open continuous connected neighbourhood S(t; J) of J , S(t; J) ⊆ Rn,
for every t ∈ Ri, such that S(Ri; J) = ∩[S(t; J) : t ∈ Ri] is also open connected

neighbourhood of J , and for every (t0, x0) ∈ Ri × S(t0; J) the following holds:

a) system (1) has a unique solution x(.; t0, x0) through x0 at t0 on the largest

interval of its existence I0, I0 = I0(t0, x0), and

b) x(t; t0, x0) is defined and continuous in (t, t0, x0).

(ii) For every (t0, x0) ∈ Ri× [Rn−ClS(t0; J)] every motion x(.; t0, x0) of system (1)

is continuous in t ∈ I0.

Strong smoothness property

(i) System (1) obeys the weak smoothness property.

(ii) If the boundary ∂S(t; J) of S(t; J) is non-empty at any time t ∈ Ri then ev-

ery motion of system (1) passing through x0 ∈ ∂S(t0; J) at t0 ∈ Ri satisfies

inf{ρ[x(t; t0, x0), J ] : t ∈ I0} > 0 for every (t0, x0) ∈ Ri × ∂S(t0; J).

Any of the above system smothness properties permits non-differentiability of system

motions x(t; t0, x0) with respect to (t, t0, x0). This makes the difference between what

follows and the results established in [38]. The smoothness properties are expressed

directly in terms of smoothness of system motions rather than indirectly via smoothness

of the function f(.) for the following reasons. Dealing with physical systems we can often

conclude on smoothness of their motions for physical reasons. We know only sufficient

mathematical conditions on f(.), which guarantee smoothness of system motions. Such

conditions can be too conservative.

4 Asymptotic Stability Domains

The notions of various stability domains of states [19, 21 – 28, 32, 39 – 46], and of sets [36],

of time-invariant systems were broadened to stability domains of sets of time-varying

systems in [38] as follows.
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Definition 4.1 A set J of system (1) has:

(a) the domain of attraction at t0 ∈ R denoted by Da(t0; J), Da(t0; J) ⊆ Rn, if and

only if:

1) for every ζ ∈ R+, there exists τ = τ(t0, x0; ζ; J) ∈ R+ such that

ρ[x(t; t0, x0), J ] < ζ for all t ∈ (t0 + τ,∞)

is valid provided only that x0 ∈ Da(t0; J),

2) the set Da(t0; J) is a neighbourhood of J .

(b) the domain Da(Ri; J) of uniform attraction on Ri, Da(Ri; J) ⊆ Rn, if and only

if 1) – 4) hold:

1) it has the domain Da(t0; J) of attraction at every t0 ∈ Ri,
2) ∩[Da(t; J) : t ∈ Ri] is a neighbourhood of J ,

3) Da(Ri; J) = ∩[Da(t; J) : t ∈ Ri],
4) the minimal τ(t0, x0; ζ; J) obeying 1) of (a) and denoted by τm(t0, x0; ζ; J)

obeys

sup[τm(t0, x0; ζ; J) : t0 ∈ Ri] < +∞ for every (x0, ζ) ∈ Da(Ri; J) ×R+.

The expression “on Ri” is to be omitted if and only if Ri = R. Then and only then

Da(Ri; J) will be denoted by Da(J), Da(J) = Da(R; J).

Definition 4.2 A set J of system (1) has:

(a) the domain of stability at t0 ∈ Ri denoted by Ds(t0; J), Ds(t0; J) ⊆ Rn, if and

only if:

1) for every ε ∈ R+ the motion x(.; t0, x0) satisfies ρ[x(t; t0, x0), J ] < ε for

all t ∈ R0 provided only that x0 ∈ Ds(t0, ε; J),

2) the set Ds(t0, ε; J) is a neighbourhood of J for every ε ∈ R+,

3) the set Ds(t0; J) is the union of all the sets Ds(t0, ε; J) over ε ∈ R+:

Ds(t0; J) = ∪[Ds(t0, ε; J) : ε ∈ R+
].

(b) the domain Ds(Ri; J) of uniform stability on Ri if and only if:

1) J has the domain of stability Ds(t0; J) at every t0 ∈ Ri,
2) ∩[Ds(t, ε; J) : t ∈ Ri] is a neighbourhood of J for any ε ∈ R+,

3) Ds(Ri; J) = ∩[Ds(t; J) : t ∈ Ri].

The expression “on Ri” is to be omitted if and only if Ri = R. Then and only then

Ds(Ri; J) will be denoted by Ds(J), Ds(J) = Ds(R; J).

Definition 4.3 A set J of system (1) has:

(a) the domain of asymptotic stability at t0 ∈ Ri denoted byD(t0; J), D(t0; J) ⊆ Rn,
if and only if it has both Da(t0; J) and Ds(t0; J), and D(t0; J) = Da(t0; J) ∩
Ds(t0; J).

(b) the domain D(Ri; J) of uniform asymptotic stability on Ri if and only if it has

both Da(Ri; J) and Ds(Ri; J), and D(Ri; J) = Da(Ri; J) ∩Ds(Ri; J).

The expression “on Ri” is to be omitted if and only if Ri = R. Then and only then

D(Ri; J) will be denoted by D(J), D(J) = D(R; J).
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Qualitative features of the stability domains of an invariant set J of system (1) are

discovered in Appendix. They are used for the proofs of the results of the paper (Sec-

tion 6).

5 Families L(.) and E(.) of Functions p(.)

A fundamental problem which has not been solved in the classical Lyapunov methodology

is that of the generation of a system Lyapunov function. The theorems based on the clas-

sical Lyapunov methodology (including also the converse theorems) express conditions

on the Lyapunov function derivative in the inequality form: v(1)(.) ≤ −p(.). They do not

specify how to select the function p(.) in order to get a system Lyapunov function obeying

the weak inequality that may be replaced by the equality in order to ease the function

generation. Various forms of families P (.) and P 1(.) of functions p(.) were introduced

in [21 – 33, 36, 37] in order to generate Lyapunov functions v(.) from v(1)(.) = −p(.) {or,

to determine Lyapunov functions u(.) as solutions of u(1)(.) = −[1 − u(.)]p(.)} in the

framework of time invariant systems, and for time-varying systems in [34, 35, 38]. They

will be replaced by families L(.) and E(.) of functions p(.) in the sequel. One role of

these families is to separate the problem of existence of the differential equation solution

from the stability problem. Another their role is to enable an exact determination of a

family of system Lyapunov functions [47, 48].

Definition 5.1 A function p(.) : Ri×Rn×2R
n

→R belongs to the family L(Ri, S; f ; J)

if and only if:

1) p(.) is continuous on Ri × S(t; J) : p(t, x; J) ∈ C[Ri × S(t; J)];

2) the equations (2) with (2a) taken along motions of system (1),

D+v(t, x; J) = −p(t, x; J), (2a)

v(t, x; J) = 0, ∀x ∈ ∂J, ∀ t ∈ Ri, (2b)

have a solution v(.) : Ri × Rn × 2R
n

→ R that is continuous in (t, x) ∈ Ri ×
ClBµ(J) for an arbitrarily small µ ∈ R+, µ = µ(f, p; J), and which obeys (3)

for some wµ(x; J) ∈ C[ClBµ(J)]:

v(t, x; J) ≤ wµ(x; J), ∀ (t, x) ∈ Ri × [ClBµ(J) − In J ]; (3)

3) the following holds for any ζ ∈ R+ fulfilling ClPζ(t; J) ⊂ S(t; J) for all t ∈ Ri:

min{p(t, x; J) : (t, x) ∈ Ri × [S(t; J) − Pζ(t; J)]} = α, α = α(ζ; p) ∈ R+.

Definition 5.2 A function p(.) : Ri×Rn×2R
n

→R belongs to the family E(Ri, S; f ; J)

if and only if:

1) p(.) is continuous on Ri × S(t; J) : p(t, x; J) ∈ C[Ri × S(t; J)];

2) the equations (4) with (4a) taken along motions of system (1),

D+u(t, x; J) = −[1 − u(t, x; J)]p(t, x; J), (4a)

u(t, x; J) = 0, ∀x ∈ ∂J, ∀ t ∈ Ri, (4b)
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have a solution u(.) : Ri × Rn × 2R
n

→ R that is continuous in (t, x) ∈ Ri ×
ClBµ(J) for an arbitrarily small µ ∈ R+, µ = µ(f, p; J), and which obeys (5)

for some wµ(x; J) ∈ C[ClBµ(J)]:

u(t, x; J) ≤ wµ(x; J), ∀ (t, x) ∈ Ri × [ClBµ(J) − In J ]; (5)

3) the following holds for any ζ ∈ R+ fulfilling ClPζ(t; J) ⊂ S(t; J) for all t ∈ Ri:

min{p(t, x; J) : (t, x) ∈ Ri × [S(t; J) − Pζ(t; J)]} = α, α = α(ζ; p) ∈ R+.

Comment 5.1 Notice that p(.) ∈ L(Ri, S; f ; J) if and only if p(.) ∈ E(Ri, S; f ; J). If

p(.) ∈ L(Ri, S; f ; J), hence p(.) ∈ E(Ri, S; f ; J), then solutions v(.) and u(.) to (2) and

(4), respectively, are interrelated by (6),

u(t, x; J) = 1 − exp[−v(t, x; J)], (6)

which was pointed out by Vanelli and Vidyasagar [45]. Besides, u(t, x; J) = 0 if and

only if v(t, x; J) = 0, and u(t, x; J) → 1 if and only if v(t, x; J) → ∞.

Comment 5.2 No stability condition is imposed on the system and no definiteness

requirement is imposed on p(.), v(.) and u(.) in Definition 5.1 and Definition 5.2. There-

fore, L(Ri, S; f ; J) and E(Ri, S; f ; J) are not dependent on a stability property of the

system.

6 Domains of Asymptotic Stability Properties of Invariant Sets

The notions of a positive definite function and of a decrescent function relative to a set

will be used in the usual sense (c.f. Lyapunov [1], Bhatia and Szegö [5], Yoshizawa [18],

Zubov [19], Gruyitch [38], Hahn [39], Krasovskii [49], Rouche et al. [50]). Let ϕi(.) be a

comparison function from the class K defined by Hahn [39]: ϕi(.) ∈ K, i = 1, 2.

Definition 6.1 A function v(.) : R×Rn × 2R
n

→ R

(a) is positive definite on Ri×M(t; J) with respect to J if and only if M(t; J) is open

connected neighbourhood of J for all t ∈ Ri such that there exist w1(.) : R
n ×

2R
n

→ R and ϕ1(.) ∈ K obeying the following:

1) v(t, x; J) and w1(x; J) are uniquely determined by (t, x) ∈ Ri ×M(t; J)

and continuous on Ri ×M(t; J); that is that v(t, x; J) ∈ C[Ri ×M(t; J)]

and w1(x; J) ∈ C[MM (Ri; J)],

2) v(t, x; J) = 0 and w1(x; J) = 0 for all (t, x) ∈ Ri × ∂J ,

3) v(t, x; J) ≤ 0 for all (t, x) ∈ Ri × In J ,

4) v(t, x; J) ≥ w1(x; J) ≥ ϕ1[ρ(x, J)] for all (t, x) ∈ Ri × [M(t; J) − In J ].

(b) is decrescent on Ri × M(t; J) with respect to J if and only if Mm(Ri; J) is

open connected neighbourhood of J , and there exist w2(.) : R
n × 2R

n

→ R and

ϕ2(.) ∈ K obeying the following:

1) v(t, x; J) and w2(x; J) are uniquely determined by (t, x) ∈ Ri ×M(t; J)

and continuous on Ri ×M(t; J), that is that v(t, x; J) ∈ C[Ri ×M(t; J)]

and w2(x; J) ∈ C[MM (Ri; J)], hence w2(x; J) ∈ C[Mm(Ri; J)],

2) v(t, x; J) ≤ w2(x; J) ≤ ϕ2[ρ(x, J)] for all (t, x) ∈ Ri × [Mm(Ri; J) − In J ].
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The expression “Ri×” is to be omitted if and only if Ri = R, and the expression

“×M(t; J)” is to be omitted if and only if M(t; J) is an arbitrarily small open connected

neighbourhood of J for all t ∈ Ri.

The functions wi(.), i = 1, 2, can have the following form: wi(x; J) = ϕi[ρ(x, J)].

The form of problem solutions to be established depends on the smoothness properties

of system (1) as well as whether a function p(.) generating a system Lyapunov function

is selected from L(Ri, S; f ; J) or from E(Ri, S; f ; J).

Theorem 6.1 In order for a compact connected invariant set J of system (1) with the
strong smoothness property to have the domain D(Ri; J) of uniform asymptotic stability
on Ri, for a set N(t0), N(t0) ⊆ Rn, to be the domain of its asymptotic stability at any
t0 ∈ Ri: N(t0) ≡ D(t0; J), and for a set N , N ⊆ Rn, to be the domain of its uniform
asymptotic stability on Ri, N = D(Ri; J), it is both necessary and sufficient that:

1) the set N(t) is open continuous neighbourhood of J and N(t) ⊆ S(t; J) for
every t ∈ Ri,

2) the set N is a connected neighbourhood of J such that N = ∩[N(t) : t ∈ Ri] =

Nm(Ri; J) ⊆ S(Ri; J),
3) f(t, x) = 0 for all t ∈ Ri is possible only for x /∈ [N(t) − J ],

and
4) for any decrescent positive definite function p(.) on Ri × S(t; J) with respect to

J , which obeys:
(a) p(.) ∈ L(Ri, S; f ; J), the equations (2) have the unique solution function

v(.) with the following properties:
(i) v(.) is decrescent positive definite function on Ri×N(t) with respect

to J , and
(ii) if the boundary ∂N(t) of N(t) is nonempty then x → ∂N(t), x ∈

N(t), implies v(t, x; J) → ∞ for every t ∈ Ri,
or obeying:
(b) p(.) ∈ E(Ri, S; f ; J), the equations (4) have the unique solution function

u(.) with the following properties:
(i) u(.) is decrescent positive definite function on Ri×N(t) with respect

to J , and
(ii) if the boundary ∂N(t) of N(t) is nonempty then x → ∂N(t), x ∈

N(t), implies u(t, x; J) → 1 for every t ∈ Ri.

Proof The proof will be a modification and generalization of the proof of Theorem 1

in [38]. The modification results from non-differentiability of system motions, which was

requested in [38].

Necessity. Let the invariant set J of system (1) possessing the strong smoothness

property have the uniform asymptotic stability domain D(Ri; J) on Ri. Hence, it has

also the asymptotic stability domain D(t0; J) at every t0 ∈ Ri (Definition 4.1). Defi-

nitions 4.1 and 4.3 show that it has also the uniform attraction domain Da(Ri; J) and

the instantaneous attraction domain Da(t0; J) at every t0 ∈ Ri. By the definition (Def-

inition 4.3), Da(t0; J) ⊇ D(t0; J) for all t0 ∈ Ri and Da(Ri; J) ⊇ D(Ri; J). Besides,

Da(t0; J) is a neighbourhood of J at every t0 ∈ Ri and Da(Ri; J) is also a neigh-

bourhood of J (Definition 4.1). The set S(t0; J) is a neighbourhood of J at every

t0 ∈ Ri and S(Ri; J) is also a neighbourhood of J (the weak smoothness property).
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Hence, Da(t0; J) ∩ S(t0; J) 6= ∅ for all t0 ∈ Ri and Da(Ri; J) ∩ S(Ri; J) 6= ∅. Let us

prove S(t0; J) ⊇ Da(t0; J) for every t0 ∈ Ri. If S(t0; J) ⊇ Da(t0; J) were not true

for all t0 ∈ Ri then there would exist t0 ∈ Ri and z ∈ [Da(t0; J) − S(t0; J)], which

would mean either z ∈ [Da(t0; J) ∩ ∂S(t0; J)] or z ∈ [Da(t0; J) − ClS(t0; J)] due to

Da(t0; J) ∩ S(t0; J) 6= ∅ and the fact that S(t0; J) is open [(i) of the weak smoothness

property and (i) of the strong smoothness property]. If z ∈ [Da(t0; J) ∩ ∂S(t0; J)] then

inf{ρ[x(t; t0, z), J ] : t ∈ I0} > 0 due to (ii) of the strong smoothness property, which

would mean z /∈ Da(t0; J) and would contradict z ∈ [Da(t0; J) ∩ ∂S(t0; J)]. Hence,

z /∈ [Da(t0; J)∩∂S(t0; J)] and Da(t0; J)∩∂S(t0; J) = ∅. If z ∈ [Da(t0; J)−ClS(t0; J)]

then lim{ρ[x(t; t0, z), J ] : t → ∞} = 0, which together with (i) of the strong smooth-

ness property, (ii) of the weak smoothness property and with S(t; J) ∈ C(Ri) would

imply existence of t∗ ∈ (t0,∞) such that x(t∗; t0, z) ∈ ∂S(t∗; J). This is impossi-

ble as shown above. Assumed t∗ does not exist. Hence, [Da(t0; J) − ClS(t0; J)] = ∅,
which together with Da(t0; J) ∩ ∂S(t0; J) = ∅ and Da(t0; J) ∩ S(t0; J) 6= ∅ implies

S(t0; J) ⊇ Da(t0; J) by having in mind that both Da(t0; J) and S(t0; J) are open

neighbourhoods of J [a-1) of Lemma A.1 (Appendix), (i) of the weak smoothness prop-

erty and (i) of the strong smoothness property]. Therefore, S(t0; J) ⊇ D(t0; J) due

to Da(t0; J) ≡ D(t0; J) (Lemma A.2, Appendix). Let N(t0) ≡ D(t0; J) so that

S(t0; J) ⊇ N(t0). Hence, N(t) is open continuous neighbourhood of J for all t ∈ Ri
[a-2) of Lemma A.1] and N = D(Ri; J) is connected neighbourhood of J [a-3) of

Lemma A.1]. Besides, N = ∩[N(t) : t ∈ Ri] because of N(t) ≡ D(t; J) and N =

D(Ri; J) = ∩[D(t; J) : t ∈ Ri]. They prove necessity of the conditions 1) and 2). From

Ds(t; J) ⊇ Da(t; J) ≡ D(t; J) ≡ N(t) [a) of Lemma A.2] and Definitions 4.1 – 4.3 it

results that there is not an equilibrium state of system (1) in [N(t)−J ], ∀ t ∈ Ri, which

implies that f(t, x) = 0 for all t ∈ Ri is possible only for x /∈ [N(t)− J ] (Proposition 7

in [44]). This proves necessity of the condition 3). From N(t0) ≡ D(t0; J) it follows that

the interval I0 of existence of x(.; t0, x0) satisfies I0 ⊇ R0, ∀ (t0, x0) ∈ Ri × N(t0) due

to Definitions 4.1 through 4.3. Let p(.) ∈ L(Ri, S; f ; J) be arbitrarily selected positive

definite decrescent function on Ri × S(t; J) with respect to J . Hence, there is µ > 0

such that there exists a solution function v(.) to the equations (2), which is continuous

in (t, x) ∈ Ri ×Bµ(J) and satisfies (3). Therefore,

|v(t, x; J)| <∞, ∀ (t, x) ∈ Ri × ClBµ(J). (7)

Let β ∈ (1,∞) and ζ ∈ R+ be such that

ClBβ(J) ∩ ClBµ(J) ∩ S(t; J) ⊃ Pζ(t; J), ∀ t ∈ Ri. (8)

Existence of such β and ζ is guaranteed by positive definiteness of p(.) on Ri × S(t; J)

and by the fact that S(Ri; J) is a neighbourhood of J . Let t0 ∈ Ri be arbitrary and

τ ∈ R+, τ = τ(t0, x0; ζ; J ; p), be such that for any x0 ∈ N(t0) the condition (9) holds,

x(t; t0, x0) ∈ ClPζ(t; J), ∀ t ∈ [t0 + τ,∞). (9)

Such τ exists due to Definitions 4.1 and 4.3, x0 ∈ N(t0) and Da(t0; J) ≡ D(t0; J) ≡
N(t0). Notice that x0 ∈ N(t0) yields also

ρ[x(∞; t0, x0), J ] = 0. (10)
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Let (2a) be integrated from t ∈ R0 to ∞,

v[∞,x(∞; t0, x0); J ] − v[t,x(t; t0, x0); J ] = −

∞
∫

t

p[σ,x(σ; t0, x0); J ] dσ,

∀ (t, x0) ∈ R0 ×N(t0).

(11)

Now, invariance of ∂J (by the definition, Section 2), (2b) and (10) enable the transfor-

mation of (11) to the next form,

v[t,x(t; t0, x0); J ] =

t0+τ
∫

t

p[σ,x(σ; t0, x0); J ] dσ +

∞
∫

t0+τ

p[σ,x(σ; t0, x0); J ] dσ,

∀ (t, x0) ∈ R0 ×N(t0).

(12)

Invariance of Da(t; J) with respect to system motions on Ri [a-1) of Lemma A.1],

S(t; J) ⊇ D(t; J) ≡ Da(t; J) ≡ N(t), continuity of x(t; t0, x0) in (t; t0, x0) ∈ I0 × Ri ×
S(t0; J) [(i-b) of the weak smoothness property], continuity, positive definiteness and

decrescency of p(.) on Ri×S(t; J), the definition of τ , (9), and compactness of [t, t0 +α]

for any α ∈ R+ imply

∣

∣

∣

∣

∣

t0+α
∫

t

p[σ,x(σ; t0, x0); J ] dσ

∣

∣

∣

∣

∣

<∞, ∀ (α, t, t0, x0) ∈ R+ ×R0 ×Ri ×N(t0). (13)

Now, (7) – (9), (12) and (13) for α = τ yield

|v[t,x(t; t0, x0); J ]| <∞, ∀ (t, t0, x0) ∈ R0 ×Ri ×N(t0). (14)

Let t = t0 and x = x0 be set in (14). Then,

|v(t, x; J)| <∞, ∀ (t, x) ∈ Ri ×N(t). (15)

Continuity of p(.) on Ri × S(t; J), p(.) ∈ L(Ri, S; f ; J), Definition 5.1, S(t; J) ⊇ N(t),
(12) and (15) prove

v(t, x; J) ∈ C[Ri ×N(t)] = C[Ri ×D(t)]. (16)

Invariance of Da(t; J) [a-1) of Lemma A.1], Da(t; J) ≡ D(t; J) ≡ N(t), continuity of

x(t; t0, x0) in (t; t0, x0) ∈ I0 × Ri × D(t0; J), positive definiteness and decrescency of

p(.) on Ri × N(t), p(.) ∈ L(Ri, S; f ; J), (3), the definition of τ and compactness of

[t, t0+τ ] guarantee existence of ζk(.) : R
n×2R

n

→ R, k = 1, 2, ζ1(x; J) ∈ C[NM (Ri; J)]

and ζ2(x; J) ∈ C[Nm(Ri; J)], where NM (Ri; J) = ∪[N(t; J) : t ∈ Ri], Nm(Ri; J) =

∩[N(t; J) : t ∈ Ri] and ψk(.) : R
n × 2R

n

→ R, k = 1, 2, such that

0 < ς1(x0, J) ≤

t0+τ
∫

t

ψ1[x(σ; t0, x0); J ] dσ,

∀ (t, t0, x0) ∈ R0 ×Ri × [N(t0) − ClBµ(J)],

(17a)

∞ > ς2(x0, J) ≥

t0+τ
∫

t

ψ2[x(σ; t0, x0); J ] dσ,

∀ (t, t0, x0) ∈ R0 ×Ri × [Nm(Ri; J) − ClBµ(J)],

(17b)
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and

ψ1(x; J) ∈ C[NM (Ri; J)], ψ2(x; J) ∈ C[Nm(Ri; J)], (18a)

ψk(x; J) = 0, ∀x ∈ ∂J, k = 1, 2, (18b)

ψ1(x; J) > 0, ∀x ∈ [NM (Ri; J) − J ],

ψ2(x; J) > 0, ∀x ∈ [Nm(Ri; J) − J ],
(18c)

ψ1(x; J) ≤ p(t, x), ∀ (t, x) ∈ Ri × [NM (Ri; J) − In J ], (18d)

p(t, x) ≤ ψ2(x; J), ∀ (t, x) ∈ Ri × [Nm(Ri; J) − In J ]. (18e)

Such functions ψk(.) exist due to decrescency and positive definiteness of p(.) on Ri×
S(t; J), p(.) ∈ L(Ri, S; f ; J) and S(t; J) ⊇ N(t). They can be of the form ψk(x; J) =

gk[ρ(x, J)], k = 1, 2, together with gk(.) in the class K : gk(.) ∈ K. Let wk(.) : R
n ×

2R
n

→ R, k = 1, 2, obey (19),

wk(x; J) ∈ C(Rn) and wk(x; J) = 0, ∀x ∈ ∂J, k = 1, 2, (19a)

0 < w1(x; J) ≤

{

ς1(x; J), ∀x ∈ [NM (Ri; J) − ClBµ(J)],

wµ(x; J), ∀x ∈ [ClBµ(J) − J ],
(19b)

w2(x; J) ≥











ς2(x; J) + wµ(xτ ; J),

xτ = x(τ ; t, x),
∀ (t, x) ∈ Ri × [Nm(Ri; J) − ClBµ(J)],

wµ(x; J), ∀x ∈ [ClBµ(J) − J ], (19c)

where wµ(.) is defined by (3). Now (3), (12), positive definiteness of p(.) on Ri×S(t; J)

with respect to J , invariance of J and (17) – (19) yield the following for (t0, x0) = (t, x):

w1(x; J) ≤ v(t, x; J), ∀ (t, x) ∈ Ri × [N(t) − In J ], (20a)

v(t, x; J) ≤ w2(x; J), ∀ (t, x) ∈ Ri × [Nm(Ri; J) − In J ], (20b)

v(t, x; J) ≤ 0, ∀ (t, x) ∈ Ri × J, (20c)

v(t, x; J) = 0, ∀ (t, x) ∈ Ri × ∂J. (20d)

From p(.) ∈ L(Ri, S; f ; J), (2b), (16) and (20) it follows that a solution function v(.)
to (2) is decrescent, positive definite and continuous on Ri × N(t) with respect to J .

Let be assumed that there exist two such solutions v1(.) and v2(.) of (2). Hence,

v1(t0, x0; J) − v2(t0, x0; J) =

∞
∫

t0

{

p[σ,x1(σ; t0, x0); J ] − p[σ,x2(σ; t0, x0); J ]
}

dσ,

∀ (t, x0) ∈ R0 ×N(t0).

(21)

Uniqueness of the motions x(.; t0, x0), ∀ (t0, x0) ∈ Ri × N(t0) (the weak smoothness

property), S(t0; J) ⊇ N(t0) and uniqueness of p(t, x) for every (t, x) ∈ Ri×S(t; J) [due
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to positive definiteness of p(.) on S(t; J)] imply

∞
∫

t0

{

p[σ,x1(σ; t0, x0); J ] − p[σ,x2(σ; t0, x0); J ]
}

dσ

=

∞
∫

t0

{

p[σ,x(σ; t0, x0); J ] − p[σ,x(σ; t0, x0); J ]
}

dσ = 0, ∀ (t, x0) ∈ R0 ×N(t0).

This and (21) prove

v1(t0, x0; J) ≡ v2(t0, x0; J).

Hence, the function v(.) is the unique solution to (2). This completes the proof of

necessity of the condition 4-a-i). If ∂N(t0) 6= ∅ then let t0 ∈ Ri be arbitrary and xk,
k = 1, 2, . . . , be a sequence converging to u, xk → u as k → ∞, xk ∈ N(t0), for all

k = 1, 2, . . . , and u ∈ ∂N(t0). Let ζ ∈ R+ be arbitrarily chosen so that N ⊃ ClPζ(t; J)

for all t ∈ Ri. Such ζ exists because p(.) is positive definite on S(t; J), N ⊆ S(t; J),

∀ t ∈ Ri, and defines ClPζ(t; J), and because N is a neighbourhood of J . Let τk,
τk = τ(t0, xk; ζ; J) ∈ R+, be the first instant satisfying (22),

x(t; t0, x0) ∈ ClPζ(t; J), ∀ t ∈ [t0 + τk,∞). (22)

Existence of such τk is ensured by xk ∈ N(t0), N(t) ≡ D(t) and by the fact that

∩[Pζ(t; J) : t ∈ Ri] is a neighbourhood of J due to decrescency of p(.) on Ri × N(t)
[42]. Continuity of x(t; t0, x0) in (t; t0, x0) ∈ I0 × Ri × S(t0; J) (the weak smoothness

property), S(t0; J) ⊇ D(t0; J) ≡ N(t0), positive invariance of D(t; J) [a) of Lemma A.1],

the fact that ∩[D(t; J) : t ∈ Ri] = D(Ri; J) is neighbourhood of J [(b) of Definition 4.1

through Definition 4.3] and xk ∈ N(t0) imply

τk → ∞ as k → ∞. (23)

Let m ∈ {1, 2, . . .} be such that xk ∈ {N(t0)−ClPζ(t0; J)} for all k = m,m+1, . . . ,
and xk → ∂N(t0) as k → ∞. Such xk exists because N(t0) = D(t0) is open [a-2) of

Lemma A.1] and N(t0) ⊃ ClPζ(t0; J).

Let α be defined by

α = min{p(t, x) : (t, x) ∈ Ri × [S(t; J) − Pζ(t; J)]}. (24)

Since p(.) ∈ L(Ri, S; f ; J) then α ∈ R+. Hence, (12), (22), (24) and the definitions of α
and τk yield v(t0, xk; J) ≥ ατk, ∀ t0 ∈ Ri, which together with (23) proves necessity of

the condition 4-a-ii). The conditions under 4-b) follow from 4-a) due to (2), (4) and (6).

This completes the proof of the necessity part.

Sufficiency. Let all the conditions of Theorem 6.1 hold. Since the function v(.) is

the solution to (2), [or, u(.) is the solution to (4)], and it is positive definite and decres-

cent on Ri × N(t) with respect to J , p(.) ∈ L(Ri, S; f ; J), [or, p(.) ∈ E(Ri, S; f ; J)],

and p(.) is decrescent positive definite on Ri × N(t) with respect to J , then J is

uniformly asymptotically stable set on Ri, which is easy to verify by using Defini-

tion 4.1 through Definition 4.3 and by following Lyapunov [1], Lakshmikantham and
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Leela [13], Yoshizawa [18], Zubov [19], Hahn [39], Grujić et al. [42], Miller and Michel [46],

Krasovskii [49], Rouche et al. [50], Demidovich [51], Halanay [52], Hale [53], Kalman and

Bertram [54]. Hence, J has both D(t0; J) at t0 ∈ Ri and D(Ri; J) (Definitions 4.1 – 4.3)

so that Da(t0; J) ≡ D(t0; J) and Da(Ri; J) = D(Ri; J) (Lemma A.2). In order to show

that N(t0) ≡ D(t0; J) and N = D(Ri; J) we proceed as follows. The condition (ii) of

the strong smoothness property guarantees D(t0; J) ⊆ S(t0; J), t0 ∈ Ri. Let t0 ∈ Ri
be arbitrary and fixed. If ∂N(t0) = ∅ then N(t0) = Rn. Hence, D(t0; J) ⊆ N(t0)
is then only possible. If D(t0; J) ⊂ N(t0) then ∂D(t0; J) ∩ N(t0) 6= ∅ that implies

v(t0, x; J) → ∞ as x → ∂D(t0; J) (because the function v(.) is the solution to (2),

as shown in the proof of necessity), which contradicts the condition 4-a,i) because of

N(t0) = Rn. This implies ∂D(t0; J) ∩ N(t0) = ∂D(t0; J) ∩ Rn = ∅. Since D(t0; J) is

an open neighbourhood of J and J is compact connected set, then D(t0; J) = Rn, i.e.

D(t0; J) = N(t0). Let it be now supposed that ∂N(t0) 6= ∅, i.e. N(t0) ⊂ Rn. If we

assume now ∂D(t0; J) = ∅, then D(t0; J) = Rn that implies ∂N(t0) ∩ D(t0; J) 6= ∅.
This and the condition 4-a,ii) show that there is a set L ⊆ ∂N(t0) ∩D(t0; J) such that

v(t0, x; J) → ∞ as x → L ⊆ ∂N(t0) ∩ D(t0; J), which is impossible because the func-

tion v(.) is the unique solution of (2), which is continuous on Ri ×D(t; J), as shown in

details in the necessity part. Assumed ∂D(t0; J) = ∅ fails. Let ∂D(t0; J) 6= ∅ be con-

sidered. If ∂D(t0; J)∩∂N(t0) = ∅ then either D(t0; J) = N(t0) or D(t0; J) ⊂ N(t0) or

N(t0) ⊂ D(t0; J) because both are open neighbourhoods of the set J and their bound-

aries are nonempty. The last two cases are not possible due to positive definiteness of the

function v(.) on Ri×N(t) and its construction via the equations (2) as shown above. If

∂D(t0; J)∩∂N(t0) 6= ∅ then either ∂D(t0; J) = ∂N(t0), which implies D(t0; J) = N(t0),
or ∂D(t0; J)∩N(t0) 6= ∅ and/or D(t0; J)∩∂N(t0) 6= ∅. If ∂D(t0; J)∩N(t0) 6= ∅ then it

means that the function v(.) blows up (to ∞) on N(t0), which contradicts its continuity

on N(t0) due to the condition 4-a,i). If D(t0; J) ∩ ∂N(t0) 6= ∅ then it means that the

function v(.) blows up on D(t0; J) that is impossible due to (16) because v(.) is generated

by (2). Hence, ∂D(t0; J) = ∂N(t0) that implies D(t0; J) = N(t0), which holds as the

overall result. Now, N = ∩[N(t) : t ∈ Ri] (the condition 2) and the conditions b-3 of

Definitions 4.1 and 4.2 together with b) of Definition 4.3 imply D(Ri; J) = N . Positive

definiteness of p(.) on S(t; J), p(.) ∈ L(Ri, S; f ; J), the equation (2a), N(t) ⊆ S(t; J)

for all t ∈ Ri, the condition 4-a,i) and a) of Lemma A.1 imply

v[t0 + τ,x(t0 + τ, t0, x0); J ] ≤ v(t0, x0; J) − ξ(ς; p; v;N ;Ri)τ(t0, x0; ς; J ; p),

where ζ ∈ R+ is arbitrarily small,

ξ(ς; p; v;N ;Ri) = min{p(t, x; J) : (t, x) ∈ Ri × [N − Vψ(Ri; J)]} ∈ R+, ψ = ϕ1(ς),

Vψ(Ri; J) = ∩[Vψ(t; J) : t ∈ Ri],

ϕ1(‖x‖) ≤ v(t, x; J), ∀ (t, x) ∈ Ri ×N(t), ϕ1(.) ∈ K,

v(t, x; J) ≤ ϕ2(‖x‖), ∀ (t, x) ∈ Ri ×N, ϕ2(.) ∈ K,

so that

τ(t0, x0; ς; J ; p) ≤ [ϕ2(‖x0‖) − ϕ1(ς)]ξ
−1

(ς; p; v;N ;Ri),

sup[τm(t0, x0; ς; J ; p) : t0 ∈ Ri] ≤ [ϕ2(‖x0‖) − ϕ1(ς)]ξ
−1

(ς; p; v;N ;Ri) <∞, ∀x0 ∈ N,
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and, therefore, the conditions under (b) of Definitions 4.1 through 4.3 are satisfied. This

completes the proof of sufficiency of the conditions 1-4a). Sufficiency of the conditions

1-3,4b) is implied by sufficiency of 1-4a) and (6), which completes the proof.

If system (3.1) possesses the weak smoothness property then conditions of Theorem 6.1

change.

Theorem 6.2 In order for a compact connected invariant set J of system (1) with the
weak smoothness property to have the domain D(Ri; J) of uniform asymptotic stability on
Ri, for a set N(t0), N(t0) ⊆ S(t0; J) for all t0 ∈ Ri, to be the domain of its asymptotic
stability at t0 ∈ Ri: N(t0) ≡ D(t0; J), and for a set N , N ⊆ S(Ri, J), to be the
domain of its uniform asymptotic stability on Ri, N = D(Ri; J), it is both necessary
and sufficient that the following holds:

1) the set N(t) is open continuous neighbourhood of J for every t ∈ Ri,
2) the set N is a connected neighbourhood of J such that N = ∩[N(t) : t ∈ Ri] =

Nm(Ri; J),
3) f(t, x) = 0 for all t ∈ Ri is possible only for x /∈ [N(t) − J ],

and
4) for any decrescent positive definite function p(.) on Ri × Rn with respect to J ,

which obeys:
(a) p(.) ∈ L(Ri, R

n; f ; J), the equations (2) have the unique solution function
v(.) with the following properties:

(i) v(.) is decrescent positive definite function on Ri × Rn with respect
to J ,

(ii) if the boundary ∂N(t) of N(t) is nonempty then x → ∂N(t), x ∈
N(t), implies v(t, x; J) → ∞ for every t ∈ Ri,

or obeying:
(b) p(.) ∈ E(Ri, R

n; f ; J), the equations (4) have the unique solution function
u(.) with the following properties:

(i) u(.) is decrescent positive definite function on Ri×N(t) with respect
to J ,

(ii) if the boundary ∂N(t) of N(t) is nonempty then x → ∂N(t), x ∈
N(t), implies u(t, x; J) → 1 for every t ∈ Ri.

Proof The proof will be a modification and generalization of that of Theorem 2 in

[38]. The modification is caused by non-differentiability of system motions, which was

assumed in [38].

Necessity. Let system (1) possess the weak smoothness property. Let the invariant set

J have the uniform asymptotic stability domain D(Ri; J) on Ri so that it has also the

asymptotic stability domain D(t0; J) at every t0 ∈ Ri. Let N(t0) = D(t0; J) ⊆ S(t0; J)

for all t0 ∈ Ri so that D(Ri; J) ⊆ S(J) and N = D(Ri; J). Let a positive definite

decrescent function p(.) on Ri × Rn with respect to J be arbitrarily selected so that

p(.) ∈ L(Ri, R
n; f ; J), {or, p(.) ∈ E(Ri, R

n; f ; J)}. From now on we should repeat the

proof of necessity of the conditions of Theorem 6.1 in order to complete this proof.

Sufficiency. Let system (1) possess the weak smoothness property and let the con-

ditions 1) – 4) hold. The set J is uniformly asymptotically stable on Ri, which can be

easily verified by following Lyapunov [1], Lakshmikantham and Leela [13], Yoshizawa [18],

Zubov [19], Hahn [39], Grujić et al. [42], Miller and Michel [46], Krasovskii [49], Rouche



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 1(1) (2001) 1–22 15

et al. [50], Demidovich [51], Halanay [52], Hale [53], Kalman and Bertram [54]. Hence, J
has both the domain D(Ri; J) of uniform asymptotic stability and the domain D(t0; J)

of asymptotic stability at t0 ∈ Ri (Definition 4.3). Let x0 ∈ [Rn −N(t0)] and t0 ∈ Ri
be arbitrary. Continuity of x(t; t0, x0) in t ∈ R0 (the weak smoothness property), con-

tinuity of p(.) on Ri × Rn due to its positive definiteness on Ri × Rn, the generation

of v(.) via (2) and the condition 4-a-ii), [4-b-ii)] imply x(t; t0, x0) ∈ [Rn −N(t)] for all

t ∈ I0. Therefore, D(t0; J) ⊆ ClN(t0) and D(Ri; J) ⊆ ClN . Since v(.) is generated via

(2) then (as shown in the proof of the necessity part of Theorem 6.1) v(t, x) → ∞ as

x → ∂D(t; J), x ∈ D(t; J), for every t ∈ Ri, which, together with the condition 4-a-1)

proves ∂D(t; J) ∩ N(t) = ∅ for every t ∈ Ri. This result, D(t; J) ⊆ ClN(t), and the

fact that both N(t) and D(t; J) are open neighbourhoods of J [condition 1) and a-2)

of Lemma A.1] imply N(t) ≡ D(t; J) and N = D(Ri; J). By repeating the end of the

proof of sufficiency of Theorem 6.1 we show that

sup[τm(t0, x0, ζ; J) : t0 ∈ Ri] < +∞ for every (x0, ζ) ∈ Da(Ri; J) ×R+,

which completes the proof.

Theorems 6.1 and 6.2 are based on the usage of p(.) ∈ L(.), {p(.) ∈ E(.)}. The

function p(.) should obey the condition 3) of Definition 5.1, [3) of Definition 5.2], if we

wish to determine exactly D(t; J) and D(Ri; J). Such a condition is not necessary for

the test of only uniform asymptotic stability of J .

7 Uniform Asymptotic Stability of Invariant Sets

Uniform stability properties of time-varying systems are interesting for their indepen-

dence of the initial moment t0, which is a characteristic of stability properties of time-

invariant systems.

Theorem 7.1 In order for a compact connected invariant set J of system (1) pos-
sessing the weak smoothness property to be uniformly asymptotically stable on Ri it is
both necessary and sufficient that there is an open connected neighbourhood A of J such
that the following is valid:

1) f(t, x) = 0 for all t ∈ Ri is possible only for x /∈ (A− J),
2) for any decrescent positive definite function p(.) on Ri × A with respect to J ,

which obeys the conditions 1) and 2) of Definition 5.1, the equations (2) have
a unique solution function v(.) that is decrescent positive definite function on
Ri ×A with respect to J .

Proof The proof will be a modification of that of Theorem 3 in [38]. The modification

is due to non-differentiability of system motions, which was demanded in [38].

Necessity. Let system (1) possess the weak smoothness property. Let the invariant

set J be uniformly asymptotically stable on Ri so that it has the domain D(Ri; J) of

uniform asymptotic stability (Definitions 4.1 through 4.3). Necessity of the condition 1)

is proved in the same way as in the proof of Theorem 6.1. Since D(Ri; J) and S(Ri; J)

are neighbourhoods of J then D(Ri; J) ∩ S(Ri; J) 6= ∅. Let M be an open connected

neighbourhood of J , which obeys M ⊆ D(Ri; J)∩ S(Ri; J), and let p(.) be an arbitrary

decrescent positive definite function on Ri × M obeying the conditions 1) and 2) of
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Definition 5.1. Hence, there exist positive definite functions ψk(.) with respect to J ,

ψk(.) : R
n × 2R

n

→ R, k = 1, 2, which satisfy (25),

ψ1(x; J) ≤ p(t, x; J) ≤ ψ2(x; J), ∀ (t, x) ∈ Ri × (M − In J). (25)

From the conditions 1) and 2) of Definition 5.1 it results that there is a solution v(.) to (2),

which is well defined and continuous on ClBµ(J) and obeys (3). The set L = M∩Bµ(J)

is also open and connected neighbourhood of J and L ⊆ D(Ri; J). Let ε ∈ R+ be

arbitrarily selected so that Bε(J) ⊆ L. Hence, Bε(J) ⊆ D(Ri; J). Let ρ ∈ R+ obeying

Bρ(J) ⊆ Ds(ε; J), Ds(ε; J) = ∩{Ds(t0, ε; J) : t0 ∈ Ri} (Definitions 4.2 and 4.3), be

arbitrarily selected. By following the proofs of (15) and (16) we prove that the function

v(.) has the next property since Bρ(J) ⊆ Ds(ε; J) ⊆ Bε(J) ⊆ L ⊆ M [the second

inclusion is implied by the definition of Ds(ε; J)],

|v(t, x; J)| <∞, ∀ (t, x) ∈ Ri ×Bρ(J), v(t, x; J) ∈ C[Ri ×Bρ(J)]. (26)

By following the proof of (20) we show that there are wk(x; J) ∈ C[Bρ(J)], wk(x; J) = 0

for every x ∈ ∂J and wk(x; J) > 0, for every x ∈ [Bρ(J) − J ], k = 1, 2, such that

w1(x; J) ≤ v(t, x; J) ≤ w2(x; J), ∀ (t, x) ∈ Ri × [Bρ(J) − In J ]. (27)

The results (26), (27), wk(x; J) ∈ C[Bρ(J)], and wk(x; J) = 0 for every x ∈ ∂J and

wk(x; J) > 0, for every x ∈ [Bρ(J) − J ], k = 1, 2, prove that the solution v(.) to (2) is

decrescent positive definite function on Ri×A, for A = Bρ(J). Its uniqueness is proved

in the same way as in the proof of the necessity part of Theorem 6.1. Hence, all the

conditions are necessary for uniform asymptotic stability of J on Ri.

Sufficiency. Sufficiency of the conditions of Theorem 7.1 for uniform asymptotic stabil-

ity of J on Ri of system (1) is easy to verify by following Lyapunov [1], Lakshmikantham

and Leela [13], Yoshizawa [18], Zubov [19], Hahn [39], Grujić et al. [42], Miller and

Michel [46], Krasovskii [49], Rouche et al. [50], Demidovich [51], Halanay [52], Hale [53],

Kalman and Bertram [54], or by following the proof of sufficiency of the conditions of

Theorem 6.2.

Comment 7.1 The theorems are valid for global uniform asymptotic stability of J
if S(t; J) ≡ Rn without demanding radial unboundedness of v(.) due to (2) and the

properties of p(.).

8 Conclusion

The consistent Lyapunov methodology enables us to construct exactly a system Lyapunov

function and to determine accurately the domain of asymptotic stability of invariant

sets. This is achieved for non-differentiable time-varying non-linear systems. The results

provide the conditions that are both necessary and sufficient, and which are not expressed

in terms of existence of a system Lyapunov function. They permit an arbitrary choice of

a non-differentiable decrescent positive definite function p(.) from the functional family

L[Ri, S; f ; J)], {or from E[Ri, S; f ; J)]}. They are formulated in terms of properties of

a solution function v(.) to D+v(.) = −p(.) (2), {or in terms of properties of a solution

function u(.) to D+u(.) = −[1 − u(.)]p(.), (4)}, respectively, which are obtained for a
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selected function p(.). Definitions 5.1 and 5.2 determine the families L[Ri, S; f ; J)] and

E[Ri, S; f ; J)] so that they are independent of a stability property of the system. If

an obtained solution v(.), {u(.)}, is also decrescent positive definite then (Theorem 7.1)

the invariant set IS uniformly asymptotically stable. If v(.), {u(.)}, does not possess

any of these features then the invariant set IS NOT uniformly asymptotically stable.

The solution to the problem of uniform asymptotic stability is obtained under a single
application of Theorem 7.1. The same holds for the determination of both the domain of

asymptotic stability of the invariant set J at any initial time t0 ∈ Ri and for its domain

of uniform asymptotic stability (Theorems 6.1 and 6.2). These results generalize those

of [38].

The consistent Lyapunov methodology for the non-linear systems is inverse to Lya-

punov’s original methodology for the non-linear systems. The former is consistent due

to its consistency with Lyapunov’s methodology for time-invariant linear systems and

generalizes it in the framework of both linear and non-linear systems, while the latter is

not.

The consistent Lyapunov methodology provides the complete solution to the uniform

asymptotic stability problem after its single application, which is not guaranteed by

Lyapunov’s original methodology for non-linear systems. No repetition of the procedure

is needed in the former case if the test result is negative.

The consistent Lyapunov methodology can be further developed to other classes of

dynamical systems such as discrete-time systems, stochastic systems and those governed

by functional-differential or partial differential equations.

Appendix

Lemma A.1 Let system (1) possess the weak smoothness property and let a compact
connected invariant set J be uniformly attractive on Ri with the instantaneous domain
Da(t; J) of attraction obeying Da(t; J) ⊆ S(t; J) for all t ∈ Ri and with the domain
Da(Ri; J) of uniform attraction on Ri.

a) If Ri ⊂ R then
1) (t0, x0) ∈ Ri × Da(t0; J) implies x(t; t0, x0) ∈ Da(t0; J) for all t ∈ Ri,

which means that Da(t; J) is invariant on Ri,
2) Da(t; J) is open continuous neighbourhood of J at any t ∈ Ri: Da(t; J) ≡

InDa(t; J), Da(t; J) ∈ C(Ri),
3) Da(Ri; J) is connected neighbourhood of J . If Da(t; J) = Da(Ri; J) for all

t ∈ Ri then Da(Ri; J) is also invariant on Ri.
b) If Ri = R then

1) Da(t; J) is invariant, that is that (t0, x0) ∈ Ri×Da(t0; J) implies x(t; t0, x0)

∈ Da(t0; J) for all t ∈ R,

2) Da(t; J) is open continuous neighbourhood of J at any t ∈ R: Da(t; J) ≡
InDa(t; J), Da(t; J) ∈ C(R),

3) Da(J) is connected neighbourhood of J . If Da(t; J) = Da(J) for all t ∈ R
then Da(J) is also invariant.

Proof We will follow the proof of Lemma A.1 of [38] in order to show its validity also

for non-differentiable time-varying non-linear systems.

Let system (1) possess the weak smoothness property and let a compact connected

invariant set J be uniformly attractive on Ri with the instantaneous domain Da(t; J) of
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attraction obeying Da(t; J) ⊆ S(t; J) for all t ∈ Ri and with the domain Da(Ri; J) of

uniform attraction on Ri. Hence, Da(Ri; J) = ∩[Da(t0; J) : t0 ∈ Ri] (Definition 4.1).

a) Let t0 and t∗ ∈ Ri, t0 6= t∗. Let x∗ = x(t∗; t0, x0) for any x0 ∈ Da(t0; J).

Then, x(t; t0, x0) → J as t→ ∞. Since x(t; t∗, x∗) ≡ x[t; t∗,x(t∗; t0, x0)] ≡ x(t; t0, x0),

which is true due to (i) of the weak smoothness property and Da(t0; J) ⊆ S(t0; J), then

x(t; t∗, x∗) → J as t → ∞. Hence, x∗ = x(t∗; t0, x0) ∈ Da(t
∗; J) that proves the

statement under a-1). Let ζ ∈ R+ be such that B2ζ(J) ⊂ Da(Ri; J). It exists due

to Definition 4.1b. Let be assumed that Da(t; J) is not open for all t ∈ Ri. Let there

exist t′0 ∈ Ri and x′0 ∈ ∂Da(t
′

0; J) ∩Da(t
′

0; J). Let ε ∈ (0, ζ/2). Then, (i) of the weak

smoothness property and Da(t0; J) ⊆ S(t0; J), t0 ∈ Ri, imply existence of θ ∈ R+, θ =

θ(t′0, x
′

0, ε), such that ‖x0−x′0‖ < θ ensures ‖x(t′0 +2σ′; t′0, x0)−x(t′0 +2σ′; t′0, x
′

0)‖ < ε,
where σ′ = τ(t′0, x

′

0, ζ) (Definition 4.1a). Since ε < ζ/2 and ρ[x(t′0 +2σ′; t′0, x
′

0); J ] < ζ
then x(t′0 + 2σ′; t′0, x0) ∈ B2ζ(J) ⊂ Da(Ri; J). Hence, x0 ∈ Da(t

′

0; J). Any x0 obeying

‖x0 − x′0‖ < θ may be selected in a θ-neighbourhood of x′0 out of Da(t
′

0; J), which

is contradicted by the obtained x0 ∈ Da(t
′

0; J). The former is true and the latter

is wrong showing that there are not t′0 ∈ Ri and x′0 ∈ ∂Da(t
′

0; J) ∩ Da(t
′

0; J). If

x′0 ∈ ∂Da(t
′

0; J) then x′0 /∈ Da(t
′

0; J). The set Da(t0; J) is open for all t0 ∈ Ri and it is

neighbourhood of J due to Definition 4.1. Therefore, Da(t; J) ≡ InDa(t; J) and it is a

neighbourhood of J on Ri. Altogether, Da(t; J) is open neighbourhood of J on Ri. In

order to prove Da(t; J) ∈ C(Ri) we will use a contradiction. Let there exist t∗0 ∈ Ri
such that Da(t; J) is discontinuous at t∗0. As a consequence, there are ε∗ ∈ R+ and a

sequence K∗ ⊆ {1, 2, . . . , n, . . . } such that tk → t∗0, k → ∞, k ∈ K∗, and that there is

z∗ ∈ Da(t
∗

0; J) for which ρ[z∗, Da(tk; J)] ≥ ε∗, ∀ k ∈ K∗, and/or there is w∗ ∈ Da(tk; J),

∀ k ∈ K∗, which obeys ρ[w∗, Da(t
∗

0; J)] ≥ ε∗. Let ξ ∈ R+ obey both ξ < ε/2 and

Bξ(J) ⊆ Da(t; J) for all t ∈ Ri, which is possible due to uniform attraction of J on Ri
[b-2) of Definition 4.1]. Let m ∈ K∗ be such that tm > t∗0 + τ(t∗0, z

∗, ξ/2), tm ∈ Ri.
This guarantees (Definition 4.1): x(tm; t∗0, z

∗) ∈ Bξ/2(J). Let δ = δ(t∗0; z
∗;m; ξ/2) ∈ R+,

δ < ξ/2, and ψ = ψ(t∗0; z
∗;m; ξ/2) ∈ R+ obey that

|tj−t
∗

0| < ψ and ‖x0−z
∗‖ < δ, j ∈ K∗

imply ‖x(tm; tj, x0)−x(tm; t∗0, z
∗
)‖ < ξ/2,

which is possible due to continuity of the system motions [the weak smoothness property:

(i-b) and (ii)]. Hence, x(tm; t∗0, z
∗) ∈ Bξ/2(J) implies x(tm; tj, x0) ∈ Bξ(J). This further

yields x(tm; tj, x0) ∈ Da(tm; J) and x0 ∈ Da(tj ; J). Besides, ‖x0 − z∗‖ < δ < ξ/2 <
ε∗/4 and x0 ∈ Da(tj ; J) imply ρ[z∗, Da(tj ; J)] < ε∗ that contradicts ρ[z∗, Da(tk; J)] ≥
ε∗, ∀ k ∈ K∗, and disproves existence of time t∗0 ∈ Ri and z∗ ∈ Da(t

∗

0; J) for which

ρ[z∗, Da(tk; J)] ≥ ε∗, ∀ k ∈ K∗. In the analogous way we show that there are not

w∗ and t∗0 as defined above. This proves continuity of Da(t; J) on Ri. The statement

under a-2) is correct. Furthermore, Da(Ri; J) is neighbourhood of x = 0 by definition

(Definition 4.1). Its connectedness is proved by contradiction. Let us assume that it is

not connected. Then, there are disjoint sets Dak, k = 1, 2, . . . , N , such that Da(Ri; J) =

∪[Dak : k = 1, 2, . . . , N ]. One of Dak is not a neighbourhood of J . Let it be Da1 and let

Dam, Dam ⊂ Da(Ri; J), m ∈ {2, 3, . . . , N}, be connected neighbourhood of J that is

possible because J is a compact connected set. Then x0 ∈ Da1 implies x(t; t0, x0) → J
as t→ ∞, ∀ t0 ∈ Ri. There is t1 ∈ R0 such that x(t1; t0, x0) /∈ Da because of continuity

of x(t; t0, x0) in t ∈ R0, ∀ t0 ∈ Ri, and because Da1 is disjoint subset of Da(Ri; J), which

is not neighbourhood of J . However, this is impossible due to x[t; t1, x(t1; t0, x0)] ≡
x(t; t0, x0) → J as t → ∞. Hence, the assumption on disconnectedness of Da(Ri; J)
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is incorrect, which completes the proof of all the statements under a) by noting that

invariance of Da(Ri; J) on Ri results directly from 1) in case Da(t; J) = Da(Ri; J) for

all t ∈ Ri.

b) The assertions under b) directly follow from those under a) in case Ri = R.

Lemma A.2

a) If a compact connected invariant set J of system (1) possessing the weak smooth-
ness property is asymptotically stable at t0 ∈ Ri and its domain of attraction
Da(t0; J) at t0 ∈ Ri obeys Da(t0; J) ⊆ S(t0; J) then its domains Da(t0; J),
Ds(t0; J) and D(t0; J) are interrelated by Da(t0; J) ⊆ Ds(t0; J) and D(t0; J) =

Da(t0; J) for all t0 ∈ Ri.
b) If a compact connected invariant set J of system (1) possessing the weak smooth-

ness property is uniformly asymptotically stable on Ri and its domain Da(Ri; J)

of uniform attraction on Ri satisfies Da(Ri; J) ⊆ S(Ri; J) then its domains
Da(Ri; J), Ds(Ri; J) and D(Ri; J) are interrelated by Da(Ri; J) ⊆ Ds(Ri; J)

and D(Ri; J) = Da(Ri; J).

Proof We will follow the proof of Lemma A.2 of [38] in order to verify its validity

also for non-differentiable time-varying non-linear systems.

Let system (1) possess the weak smoothness property and J be its compact connected

invariant set.

a) Let the set J be asymptotically stable at t0 and Da(t0; J) ⊆ S(t0; J). Let x0 ∈
Da(t0; J) be arbitrary. Time-invariance of J and continuity of x(t; t0, x0) in (t, t0, x0) ∈
R0×Ri×S(t0; J), Da(t0; J) ⊆ S(t0; J) and x0 ∈ Da(t0; J) imply max{ρ[x(t; t0, x0), J ] :

t ∈ R0} <∞. Let ε = 2 max{ρ[x(t; t0, x0), J ] : t ∈ R0}. Hence, x0 ∈ Ds(t0, ε; J) due to

(a-1) of Definition 4.2, which implies x0 ∈ Ds(t0; J) in view of (a-3) of Definition 4.2.

Altogether, x0 ∈ Da(t0; J) yields x0 ∈ Ds(t0; J) that proves Da(t0; J) ⊆ Ds(t0; J) for

all t0 ∈ Ri. This result and (a) of Definition 4.3 complete the proof of the statement

under (a).

b) Let the set J be uniformly asymptotically stable onRi and Da(Ri; J) ⊆ S(Ri; J).

Let x0 ∈ Da(Ri; J) be arbitrary. Hence, max{ρ[x(t; t0, x0), J ] : (t; t0) ∈ R0 ×Ri} < ∞
due to time invariance of J and continuity of x(t; t0, x0) in (t, t0, x0) ∈ R0 × Ri ×
Da(Ri; J). Let ε = 2 max{ρ[x(t; t0, x0), J ] : (t; t0) ∈ R0 × Ri} ∈ R+ so that obvi-

ously x0 ∈ Ds(ε,Ri; J) = ∩[Ds(t0, ε; J) : t0 ∈ Ri] 6= ∅. Therefore x0 ∈ Ds(Ri; J)

(Definition 4.3). The result that x0 ∈ Da(Ri; J) implies x0 ∈ Ds(Ri; J) proves

Da(Ri; J) ⊆ Ds(Ri; J) and D(Ri; J) = Da(Ri; J) (due to Definition 4.3). This com-

pletes the proof.
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[23] Grujić, Lj.T. The necessary and sufficient conditions for the exact construction of a Lya-
punov function and the asymptotic stability domain. Proc. 30th IEEE Conference on
Decision and Control, 3, 1991, 2885–2888.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 1(1) (2001) 1–22 21
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[43] Grujić, Lj.T. and Michel, A.N. Exponential stability and trajectory bounds of neural
networks under structural variations. IEEE Transactions on Circuits and Systems 38(10)
(1991) 1182–1192.
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Abstract: We discuss in this paper three notions of chaos which are com-

monly used in the mathematical literature, namely those being introduced

by Li & Yorke, Block & Coppel and Devaney, respectively. We in particular

show that for continuous mappings of a compact interval into itself the no-

tions of chaos due to Block & Coppel and Devaney are equivalent while each

of these is sufficient but not necessary for chaos in the sense of Li & Yorke.

We also give an example indicating that in the general context of continuous

mappings between compact metric spaces the relation between these three

notions of chaos is more involved.
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1 Introduction

As a mathematical notion the term chaos has first been used in 1975 by Li & Yorke

in their paper [13] “Period three implies chaos”, but even before it has been observed

that very simple functions may give rise to very complicated dynamics. One of the

cornerstones in the development of chaotic dynamics is the 1964 paper [15] “Coexistence

of cycles of a continuous mapping of the line into itself” (in Russian) by Šarkovskii.

During the seventies and eighties the interest in chaotic dynamics has been exploding

and various attempts have been made to give the notion of chaos a mathematically precise

meaning. Outstanding works in this context are the 1980 book [6] “Iterated Maps on the

Interval as Dynamical Systems” by Collet & Eckmann, the 1989 book [16] “Dynamics

of One-dimensional Mappings” (in Russian) by Šarkovskii, Kolyada, Sivak & Fedorenko

and the 1992 Lecture Notes [4] “Dynamics in One Dimension” by Block & Coppel. While

up to the end of the eighties the subject of chaotic dynamics was restricted mainly to

research oriented publications, the 1986 book [7] “An Introduction to Chaotic Dynamical

Systems” by Devaney marked the point where chaos (as a mathematical notion) became

popular and began to enter university textbooks such as [9] “A First Course in Discrete

Dynamical Systems” by Holmgren (1994) or [8] “Discrete Chaos” by Elaydi (1999).

c© 2001 Informath Publishing Group. All rights reserved. 23



24 B. AULBACH AND B. KIENINGER

The different definitions of chaos being around at the turn of the century have been

designed to meet different purposes and they are based on very different backgrounds

and levels of mathematical sophistication. Therefore it is not obvious how these notions

of chaos relate to each other and whether there is a chance that – in the long run – a

universally accepted definition of chaos might evolve. With this paper we want to make

a contribution to this question by picking three of the most popular definitions of chaos
and investigating their mutual interconnections. After listing the technical prerequisites

in Section 2, in Section 3 we give the precise definitions of the notions of chaos due to

Li & Yorke [13], Block & Coppel [4] and Devaney [7], respectively. In Section 4 we then

show that in the case of continuous maps on a compact interval the notions of chaos in

the sense of Block & Coppel and Devaney are equivalent and that, on the other hand,

each of these two notions is sufficient for chaos in the sense of Li & Yorke. In Section 5 we

discuss the familiy of so-called truncated tent maps by means of which we in particular

demonstate that chaos in the sense of Block & Coppel and Devaney is not necessary

for chaos in the sense of Li & Yorke. Finally, in Section 6 we indicate by means of an

example that the previously described simple relations for interval maps do not carry

over to maps between general compact metric spaces. In fact, we exhibit a map which is

chaotic both in the sense of Li & Yorke and Block & Coppel but not chaotic in the sense

of Devaney.

Before going into detail we want to mention that the majority of results we describe

and prove in this paper can be found – more or less explicitly stated – in the literature,

in particular in the Lecture Notes [4] of Block & Coppel. Since those results, on the

other hand, appear in the broad context of discrete dynamics and since they partly are

formulated with notations which subtly differ from each other it is the purpose of this

paper to narrow the view and sketch a clearer picture of the notion of chaos in a unified

way.

2 Preliminaries

In this section we collect some notation and a few facts from topological and symbolic

dynamics which are used in this paper.

Throughout this paper let (X, d) be a compact metric space and f : X → X a

continuous mapping. A nonempty subset Y of X satisfying f(Y ) ⊆ Y is said to be

(f -)invariant and it is called strongly (f -)invariant if f(Y ) = Y . The set Y is called

minimal if it is compact and does not contain any nonempty compact invariant proper

subset. By fn, n ∈ N, we denote the mapping which is defined recursively by f ◦ fn−1

and f0 = id. The sequence γ(x, f) := (fn(x))n≥0 is the trajectory of x ∈ X , the set

O(x, f) := {fn(x) | n ≥ 0} the (forward-)orbit of x and ω(x, f) :=
⋂

m≥0

O(fm(x), f) is

the (ω-)limit set of x.

A point x ∈ X and its orbit is periodic if fn(x) = x for some n ∈ N, x is called

recurrent if x ∈ ω(x, f). P(f) denotes the set of periodic points in X and R(f) the

set of recurrent points. A point x ∈ X is finally periodic if fn(x) is periodic for some

n ∈ N, it is asymptotically periodic if there exists a periodic point z ∈ X such that

lim
n→∞

d(fn(x), fn(z)) = 0, and it is approximately periodic if for any ε > 0 there exists

a periodic point z ∈ X such that lim sup
n→∞

d(fn(x), fn(z)) < ε.

If ω(x, f) = X for some x ∈ X , the mapping f is called (topologically) transitive. The

map f is said to have sensitive dependence on initial conditions if there exists a δ > 0
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such that for any x ∈ X and any ε > 0 there exists a y ∈ {z ∈ X | d(x, z) < ε} and an

n ∈ N with d(fn(x), fn(z)) > δ.

In the sequel we need a few results on the notions just introduced. They are described

in the following remarks.

Remarks 2.1

(1) X always contains a minimal subset Y (see [4, V Lemma 3]) and Y ⊆ X is

minimal if and only if ω(x, f) = Y for all x ∈ Y (see [4, V Lemma 1]).

(2) Any limit set ω(x, f) is nonempty, compact and strongly invariant (see [4, IV Lem-

ma 2]), ω(x, f) =

n−1
⋃

i=0

ω(f i(x), fn) and f(ω(x, fn)) = ω(f(x), fn) for any n ∈ N

(see [4, p.70/71]).

(3) P(f) = P(fn) and R(f) = R(fn) for all n ∈ N (see [4, I Lemma 10 and

IV Lemma 25]).

(4) f is transitive if and only if for any two open sets U and V in X there exists an

n ∈ N such that fn(U) ∩ V 6= ∅ (see [4, VI Prop. 39]).

Let Σ := {α = (a0, a1, . . . ) | ai ∈ {0, 1}} be the space of sequences with entries 0 or

1. The map dΣ : Σ × Σ → R defined by (α, β) 7→ 0 if α = β and (α, β) 7→ 2−j if

α=(a0, a1, . . . ) 6= (b0, b1, . . . )=β and ai = bi for i = 0, . . . , j − 1 and aj 6= bj defines a

metric on Σ under which Σ becomes a cantor set [4, p.34]. The shift operator σ : Σ → Σ

is defined by (a0, a1, . . . ) 7→ (a1, a2, . . . ). This shift operator is continuous and surjective

(see e.g. [7, Proposition 6.5]).

Let (Y, dY ) be another compact metric space and let g : Y → Y be continuous. If

there exists a continuous surjection h : X → Y such that h ◦ f = g ◦ h on X then f is

said to be (topologically) semi-conjugate to g via the (topological ) semi-conjugacy h.

3 Three Definitions of Chaos

We now describe three commonly used definitions of chaos for continuous maps. To begin

with we consider the general case of maps from a compact metric space (X, d) into itself

and later we concentrate on the special case where X is a real interval.

Definition 3.1 [L/Y-chaos] A continuous map f : X → X on a compact metric

space (X, d) is called chaotic in the sense of Li and Yorke – or just L/Y-chaotic – if

there exists an uncountable subset S (called a scrambled set) of X with the following

properties:

(i) lim sup
n→∞

d(fn(x), fn(y)) > 0 for all x, y ∈ S, x 6= y,

(ii) lim inf
n→∞

d(fn(x), fn(y)) = 0 for all x, y ∈ S, x 6= y,

(ii) lim sup
n→∞

d(fn(x), fn(p)) > 0 for all x ∈ S, p ∈ X , p periodic.

Remarks 3.1

(1) In Li & Yorke’s original definition of chaos there is the additional condition that

f has periodic points of any period in N [13, Theorem 1]. In the literature,

however, most authors (see e.g. [12, Definition. 1.1]) refer to chaos in the sense

of Li & Yorke without this condition.
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(2) That condition (iii) in the definition of L/Y-chaos is redundant can be seen as

follows. Two approximately periodic points x, y cannot satisfy both (i) and (ii)

in the definition of a scrambled set (see [4, VI Lemma 28]). Consequently there

exists at most one approximately periodic point in any set satisfying conditions

(i) and (ii) of Definition 3.1. Removing this point the new set also satisfies (iii).

Definition 3.2 [B/C-chaos] A continuous map f : X → X on a compact metric

space X is called chaotic in the sense of Block and Coppel – or just B/C-chaotic – if

there exists an m ∈ N and a compact fm-invariant subset Y of X such that fm|Y is

semi-conjugate to the shift on Σ, i.e. if there exists a continuous surjection h : Y → Σ

satisfying

h ◦ fm
= σ ◦ h on Y.

Remarks 3.2

(1) In [4, p.127/128] it has been described that the definition of B/C-chaos is equiv-

alent to the property that there exist an m ∈ N and two compact disjoint sets

X0, X1 in X such that given any (a0, a1, . . . ) ∈ Σ there is an x ∈ X such that

fmn(x) ∈ Xan
for all n ∈ N0 (see also [10, Theorem 2.2.3]).

(2) If m = 1 in Defintion3.2 then this notion of chaos is also known as chaos in
the sense of coin tossing [11, Definition 1]. It should be noted here that not

every B/C-chaotic map is also chaotic in the sense of coin tossing. In order

to see this consider the subset T := {(0, a0, 0, a1, 0, . . . ) | (a0, a1, . . . ) ∈ Σ} ∪
{(a0, 0, a1, 0, a2, . . . ) | (a0, a1, . . . ) ∈ Σ} of Σ. This set is σ-invariant and the map

σ2|T is semi-conjugate to σ : Σ → Σ. However, there is no σ-invariant subset W
of T such that σ|W is semi-conjugate to σ : Σ → Σ (see [10, Example 2.2.5] for

more details).

Definition 3.3 [D-chaos] A continuous map f : X → X on a compact metric

space X is called chaotic in the sense of Devaney – or just D-chaotic – if there exists a

compact invariant subset Y (called a D-chaotic set ) of X with the following properties:

(i) f |Y is transitiv,

(ii) P(f |Y ) = Y ,

(iii) f |Y has sensitive dependence on initial conditions.

Remarks 3.3

(1) In [7, Definition 8.5] Devaney originally defined f to be chaotic if Y = X in

Definition 3.3. In the literatur, however, D-chaos is usually meant in the more

general sense with Y ⊆ X (see e.g. [12, Definition 1.3]).

(2) Condition (iii) in Definition 3.3 turned out to be redundant in the nontrivial case

where Y is infinite (see [2]).

The three notions of chaos just described have the nice property of being invariant

under conjugation and iteration. The corresponding statements are as follows.

Proposition 3.1 Let (X, dX) and (Y, dY ) be compact metric spaces and suppose that
a continuous map f : X → X is conjugate to a continuous map g : Y → Y . Then f is
D-chaotic (or B/C-chaotic or L/Y-chaotic) if and only if g is D-chaotic (or B/C-chaotic
or L/Y-chaotic, respectively).

Proof See [11, Proposition 1].
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Proposition 3.2 Let (X, d) be compact and suppose f : X → X is continuous. Then
for any n ∈ N the map f is D-chaotic (or B/C-chaotic or L/Y-chaotic) if and only if
fn is D-chaotic (or B/C-chaotic or L/Y-chaotic, respectively).

Proof D-chaos: If f is D-chaotic with D-chaotic set Y ⊆ X then there is an x ∈ Y
such that ω(x, f |Y ) = Y . Since R(f |Y ) = R(fn|Y ) we have x ∈ W := ω(x, fn|Y ), so

fn|W is transitive. Since P(f |Y ) = P(fn|Y ) and Y =

n−1
⋃

i=0

f i(W ) we get P(fn|W ) =

P(fn|Y ) ∩ W = Y ∩ W = W and W is infinite because Y is infinite (fn|Y has sensitive

dependence on initial conditions). So also fn|W sensitively depends on initial conditions.

Conversely, let fn|W satisfy the conditions in the definition of D-chaos for an fn-invariant

compact set W in X . Then it is easy to see that also f |Y with Y :=

n−1
⋃

i=0

f i(W ) satisfies

these conditions (see also [12, Proposition 4.10]).

B/C-chaos: Let f be B/C-chaotic, m ∈ N, Y ⊆ X compact and fm-invariant and let

fm|Y be semi-conjugate to σ via h : Y → Σ. Then defining the continuous surjection

t : Σ → Σ by (a0, a1, a2, . . . ) 7→ (a0, an, a2n, . . . ) and h̄ := t◦h we get h̄◦ (fn)m = σ ◦ h̄
on Y and fn is B/C-chaotic. The converse immediately follows from the definition of

B/C-chaos.

L/Y-chaos: It is easy to see that a set S ⊆ X is a scrambled set with respect to f if and

only if it is a scrambled set with respect to fn (see also [10, Proposition 2.3.8]). This

completes the proof of Proposition 3.2.

For the remainder of this section we concentrate on the special case where the compact

metric space X is a nontrivial real interval I (i.e. nonempty and not a singleton). In this

case B/C-chaos originally (see [4, p.33]) has been defined differently from Definition 3.2.

In fact, the original definition of a B/C-chaotic map was based on the notion of tubulence
which is defined as follows (see [4, p.25]). A map f : I → I is called turbulent if there

exist compact subintervals J , K of I with at most one common point such that J ∪K ⊆
f(J) ∩ f(K). If J and K can be chosen disjoint then f is said to be strictly turbulent.
The relation between turbulence and B/C-chaos is described in the following result (see

[4, p.33/128]).

Proposition 3.3 A continuous map f : I → I on a nontrivial compact interval I is
B/C-chaotic if and only if one of the following equivalent conditions is satisfied:

(i) fm is turbulent for some m ∈ N,

(ii) fm is strictly turbulent for some m ∈ N,

(iii) f has a periodic point whose period is not a power of 2.

Three more results are needed in order to reach the goals of this paper.

Proposition 3.4 f is L/Y-chaotic if and only if not every point in I is approximately
periodic.

Proof See [4, p.145]).

Lemma 3.1 f is B/C-chaotic if and only if there exists a c ∈ I such that ω(c, f)

contains a periodic orbit as a proper subset.

Proof See [4, VI Proposition 6]).
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Lemma 3.2 Let J and K be two compact subintervals of I having the property K ⊆
f(J). Then there exists a compact subinterval L of J such that f(L) = K and that f
maps the endpoints of L onto the endpoints of K.

Proof Let K = [a, b] for two points a, b ∈ I and let c be the largest point in J with

f(c) = a. If there exists an x ∈ J , x > c, with f(x) = b, let d be the smallest x with

this property. Then with L := [c, d] the claim follows. On the other hand, if there exists

an x ∈ J , x < c, with f(x) = b we define c̃ as the largest x with this property. Let d̃

be the smallest x ∈ (c̃, c] (⊂ J ) satisfying f(x) = a. Then the interval L := [c̃, d̃] has

the claimed property and the proof of the lemma is complete.

4 The Mutual Relations for Interval Maps

In this section we discuss the mutual relations between the three notions of chaos de-

scribed in the previous section for the special case of interval maps. In fact, throughout

the present section we consider continuous maps f : I → I from a nontrivial compact

interval I = [a, b], a < b, into itself. The main results of this section say that in this case

B/C-chaos and D-chaos are equivalent while, on the other hand, B/C-chaos and D-chaos

are sufficient for L/Y-chaos. For the lacking necessity in the last statement we refer to

the counterexample gλ∗ presented in the next section.

Theorem 4.1 A continuous map f : I → I on an interval I is D-chaotic if and only
if it is B/C-chaotic.

Proof (⇒) Let f be D-chaotic with compact D-chaotic set Y ⊆ I. Then Y is

infinite since f |Y has sensitive dependence on initial conditions. Furthermore, since f |Y
is transitive there is a c ∈ Y with ω(c, f) = Y , and because of the relation P(f |Y ) = Y
the map f |Y has a periodic orbit. As a finite set this periodic orbit is a proper subset of

Y = ω(c, f), and this implies (by Lemma 3.1) that f is B/C-chaotic.

(⇐) Now suppose f is B/C-chaotic. Then because of Proposition 3.3 the map fm is

strongly turbulent for some m ∈ N, i.e. there exist two disjoint compact subintervals X0

and X1 of I with the property that for g := fm we have

X0 ∪ X1 ⊆ g(X0) ∩ g(X1). (1)

The idea of proceeding from here is to first derive from (1) the existence of a compact

g-invariant subset X of X0 ∪ X1 with the property that the map g|X : X → X is semi-

conjugate to the shift σ via a continuous surjection s : X → Σ and then to show that

there exists a compact g-invariant subset Z of X on which g is D-chaotic. We carry out

this program in 5 steps.

Step 1. Construction of X and s: Starting with the above X0 and X1 and using math-

ematical induction, for each α = (a1, a2, . . . ) ∈ Σ Lemma 3.2 yields a sequence of com-

pact, pairwise disjoint intervals Xa1a2...ak
, (a1, a2, . . . , ak) ∈ {0, 1}k, k ≥ 1 in X0 ∪X1

having the following properties:

Xa1a2...ak
⊆ Xa1a2...ak−1

, g(Xa1a2...ak
) = Xa2a3...ak

and

g maps endpoints of Xa1a2...ak
onto endpoints of Xa2a3...ak

.
(2)
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Then for each α=(a1, a2, . . . ) ∈ Σ the set

Xα :=

∞
⋂

k=1

Xa1...ak
(3)

is either a singleton or a nontrivial compact interval. Furthermore we have

Xα ∩ Xβ = ∅ for all α, β ∈ Σ, α 6= β (4)

since the sets Xa1a2...ak
, (a1, a2, . . . , ak) ∈ {0, 1}k, are pairwise disjoint and

g(Xα) = Xσ(α) for all α ∈ Σ. (5)

Next we define the set

X̃ :=

⋃

α∈Σ

Xα (6)

which turns out to be strongly g-invariant and compact. Also the set

X := {x ∈ I | x is an endpoint of Xα for some α ∈ Σ}

is compact (even if Xα = {x} for some x we call x an endpoint of Xα). From (2) and (5)

we conclude that for any α ∈ Σ the map g maps the endpoints of Xα onto the endpoints

of Xσ(α) and that X is strongly g-invariant. On X we define the map

s : X → Σ, x 7→ α if x ∈ Xα.

Obviously, this map is well defined, continuous and onto and each point of Σ is the

s-image of at most two points of X . Finally, because of (5) and the definition of s we

have

s ◦ g|X = σ ◦ s on X. (7)

Step 2. Construction of Z: For any α ∈ Σ the set Xα defined in (3) is a nonempty

compact interval. Since the Xα’s are pairwise disjoint (see (4)) there exist at most

countably many α’s in Σ such that Xα is not a singleton. Therefore the set

R := {x ∈ X | Xα = {x} for some α ∈ Σ}

is nonempty and consists of all but countably many points of X . Because of (5) the set

R is g-invariant and the set

Z := R̄

and the map g|Z : Z → Z are well defined.

Step 3. Transitivity of g|Z : Let U be an arbitrary open nonempty subset of Z. Then

there exists a point x ∈ U ∩ R and some α = (a1, a2, . . . ) ∈ Σ with Xα = {x}.

Because of definition (3) of Xα and the openness of U in Z there exists a k ∈ N with

Z∩Xa1a2...ak
⊆ U . Therefore, in order to prove the transitivity of g|Z it suffices to prove

the relation

gk
(Z ∩ Xa1a2...ak

) = Z. (8)
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Since Z = R̄ and since the set Z ∩ Xa1a2...ak
is compact, it even suffices to find a

gk-preimage of an arbitrary point y ∈ R in the set Z ∩Xa1a2...ak
. Due to the definition

of R, for any y ∈ R there exists a β =(b1, b2, . . . ) ∈ Σ with {y} = Xβ . With the aid of

this β we define

γ := (a1, a2, . . . , ak, b1, b2, . . . ) ∈ Σ

and use (5) to get the relation

gk
(Xγ) = Xβ = {y}. (9)

If Xγ consists of a single point we get the inclusion Xγ ⊆ Z and the claim (8) is proved,

since Xγ is a subset of Xa1a2...ak
. If, on the other hand, Xγ is a nontrivial interval then

at least one of its endpoints is contained in Z. This can be shown as follows: For any

n ∈ N there exists (because of (3)) a number mn ∈ N with

Xa1a2...akb1b2...bmn

⊆ {x ∈ I | dist(x, Xγ) < 1
n}, (10)

and since the set

{(a1, a2, . . . , ak, b1, b2, . . . , bmn
, ∗, ∗, . . . ) ∈ Σ | ∗ ∈ {0, 1}}

is uncountable we can find a point γn in this set such that Xγn
= {yn}. By (4) the sets

Xγ and Xγn
are disjoint and by (10) the distance of the point yn from at least one of

the endpoints of Xγ is less than
1
n (since yn ∈ Xa1a2...akb1b2...bmn

). Because the relation

Xγn
⊂ R holds for all n ∈ N, the sequence (yn)n∈N in R converges, w.l.o.g., to one of

the endpoints of Xγ . On the other hand, because of Z = R̄ this endpoint is contained

in Z and it is mapped via gk to y according to (9). In both cases we thus can find a

gk-preimage of the point y in Z ∩ Xa1a2...ak
, and this proves claim (8).

Step 4. P(g|Z) = Z: Let U again be an arbitrary open nonempty set in Z and x a point

in U ∩R with {x} = Xα for some α=(a1, a2, . . . ) ∈ Σ. As in the proof of Step 3, given

any n ∈ N there is an mn ∈ N with

Xa1a2...amn

⊆ {x ∈ I | dist(x, Xα) < 1
n}. (11)

We now consider the periodic point

γn := (a1, a2, . . . , amn
, . . . ) ∈ Σ

and notice that because of σmn(γn) = γn and (5) we get gmn(Xγn
) = Xγn

. Furthermore,

the two endpoints of Xγn
are periodic with respect to g, since gmn maps the endpoints

of Xγn
onto the endpoints of gmn(Xγn

) (= Xγn
). In case Xγn

is a nontrivial interval

then at least one of its (periodic) endpoints is contained in Z. This can be seen as in the

previous Step 3. So in any case, for any n ∈ N we get a g-periodic point xn ∈ Xγn
∩ Z

and the sequence (xn)n∈N converges to x because of Xγn
⊆ Xa1...amn

and (11). This

implies the relation x ∈ P(g|Z) and completes the proof of Step 4.

Step 5. Conclusion: The set Z is infinite (because R is infinite), and therefore the map

g is D-chaotic on Z. By Proposition 3.2 then f is D-chaotic on Y :=
⋃n−1

i=0 f i(Z). This

completes the proof of Theorem 4.1.

Remark 4.1 Theorem 4.1 can also be proved by using the notion of positive entropy
(see [4, VIII] and [12]). The argument is as follows: The map f is D-chaotic if and only if

it has positive entropy (see [12]) and positive entropy in turn is equivalent to B/C-chaos

(see e.g. [4, VII Theorem 24]).
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Theorem 4.2 If a continuous map f : I → I on an interval I is B/C-chaotic then
it is also L/Y-chaotic.

Proof See [4, VI Proposition 27]).

As mentioned above the implication of Theorem 4.2 cannot be reversed. In fact, in the

next section we present an example of a map which is L/Y-chaotic but not B/C-chaotic.

Before doing this, however, we want to show that all maps which are L/Y- but not B/C-

chaotic have an interesting property in common. In fact, we show that for any map of

this kind there exists an infinite compact invariant set such that the restriction of the

map to this set is transitive but does not have periodic points. This shows that the result

“On intervals transitivity = chaos” [3] (earlier proved in [4, VI Lemma 41] and stating

that P(f) = I if f is transitive) cannot be generalized from intervals to disconnected

compact subsets of R.

Proposition 4.1 If a continuous map f : I → I on a compact interval I is L/Y-
chaotic but not B/C-chaotic then there exists a compact infinite invariant subset Y of I
such that f |Y : Y → Y is transitive but does not have periodic points.

Proof Since f is L/Y-chaotic there exists (by Proposition 3.4) a point x ∈ I which

is not approximately periodic. So the limit set ω(x, f) of x is infinite by [4, IV Lemma 4].

According to [4, VI Proposition 7] there exists a unique minimal set Y in ω(x, f) such

that

Y = ω(y, f) for some y ∈ Y. (12)

Again using [4, IV Lemma 4] the set Y (as a subset of ω(x, f)) is infinite. This is because

f is not B/C-chaotic and therefore the infinite set ω(x, f) contains no periodic points by

Proposition 3.4. So finally the well defined map f |Y : Y → Y has no periodic points but

is transitive by (12).

5 The Family of Truncated Tent Maps

In order to analyse the so-called truncated tent maps we need a famous theorem due to

Šarkovskii and two lemmas. In any case we consider a continuous map f : I → I of a

compact interval into itself.

Theorem 5.1 [Šarkovskii] Let N be totally ordered in the following way:

3 ≺ 5 ≺ 7 ≺ . . . ≺ 3 · 2 ≺ 5 · 2 ≺ 7 · 2 ≺ . . . ≺ 3 · 2
2 ≺ 5 · 2

2 ≺ . . . ≺ 2
3 ≺ 2

2 ≺ 2 ≺ 1.

Then if f has a periodic orbit of period n ∈ N and if m ∈ N with n ≺ m, then f also
has a periodic orbit of period m.

Proof See [15], also [4, I Theorem 1].

Lemma 5.1 Suppose f : I → I is not B/C-chaotic. Then for any x ∈ I with infinite
ω(x, f) and any s ∈ N the intervals

Js
i := [min ω(f i

(x), f2s

), max ω(f i
(x), f2s

)], i = 0, 1, . . . , 2
s − 1

have the following properties:

(i) Js
i ∩ Js

k = ∅ for all i, k ∈ {0, 1, . . . , 2s − 1} with i 6= k,
(ii) Js

i contains a 2s-periodic point for i = 0, 1, . . . , 2s − 1.

Proof See [4, VI Lemma 14].
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Lemma 5.2 If f is L/Y-chaotic then f has infinitely many periodic points.

Proof We distinguish the two cases of f being B/C-chaotic or not.

If f is B/C-chaotic then by Proposition 3.3 f has an n-periodic point with n not being

a power of 2. By Šarkovskii’s Theorem then f has periodic points with periods 2n for all

n ∈ N. So f has infinitely many periodic points.

In case f is not B/C-chaotic then there exists a point x ∈ I which is not approxi-

mately periodic by Proposition 3.4. Therefore the limit set ω(x, f) of x is infinite (see

[4, IV Lemma 4]). Now take any s ∈ N and define

Js
i := [min ω(f i

(x), f2s

), max ω(f i
(x), f2s

)] for i = 0, 1, . . . , 2
s − 1.

Then the intervals Js
i are pairwise disjoint and each of them contains a 2s-periodic point

by Lemma 5.1. Therefore f has at least 2s distinct periodic points and hence infinitely

many since s ∈ N was arbitrary. This completes the proof of Lemma 5.2.

Now we are prepared to investigate the announced family of maps one member of

which shows that the statement of Theorem 4.2 cannot be reversed.

Example 5.1 The piecewise linear map g : [0, 1] → [0, 1] with

g(0) = 0, g
(

1
2

)

= 1, g(1) = 0

is known as the (standard) tent map. Its graph is a “tent” with peak of height 1 at the

point
1
2 . In order to modify this map to get a family of maps suitable for our purposes

we cut the peak at any height λ ∈ [0, 1] and consider the family of truncated tent maps
defined by

gλ : [0, 1] → [0, 1], x 7→ min{λ, g(x)}, λ ∈ [0, 1].

It is apparent that for any 0 ≤ λ < γ ≤ 1 the maps gλ and gγ coincide on the set

Jλ :=
[

0, λ
2

]

∪
[

1 − λ
2 , 1

]

, λ ∈ [0, 1]

and that (periodic) orbits of gγ in Jλ are also (periodic) orbits of gλ and vice versa.

Furthermore, since gλ is constant on the open interval

Kλ :=
(

λ
2 , 1 − λ

2

)

, λ ∈ [0, 1],

the map gλ has at most one periodic point in K̄λ.

For the original tent map g (= g1) the set
{

2
7 , 4

7 , 6
7

}

is obviously a 3-periodic orbit and

therefore, by Šarkovskii’s Theorem, it has 2n-periodic points for all n ∈ N. Furthermore,

it is easy to see that

|{x ∈ [0, 1] | x is m-periodic with respect to g}| ≤ 2
m

for all m ∈ N. (13)

Therefore the number

λn := min{λ ∈ [0, 1] | g has a 2
n
-periodic orbit in [0, λ]}

is well defined and λn is a 2n-periodic point of g for any n ∈ N. Because of the relation

g(Kλn
) = (λn, 1] we have O(λn, g) ⊆ Jλn

, and therefore λn is also periodic with respect
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to gλn
having the same periodic orbit as for g. By Šarkovskii’s Theorem we have the

identity

{2
i | i = 0, 1, . . . , n} = {k ∈ N | x is k-periodic w.r. to gλn

for some x ∈ [0, 1]} (14)

because otherwise there were an m-periodic orbit M of gλn
for some m ∈ N with m ≺ 2n.

Since gλn
has at most one periodic point in K̄λn

(the point λn) the inclusion M ⊆ Jλn

holds and with ρ := max M < λn the map gρ and hence also gλn
has a 2n-periodic orbit

in [0, ρ] ∩ Jρ. This contradicts the minimality of λn.

The sequence (λn)n∈N is strongly increasing because otherwise there would exist

numbers n, m ∈ N, m > n with λm ≤ λn such that the map gλm
has a 2n-periodic

orbit in [0, λm) and this would again contradict the minimality of λn. On the other

hand, the sequence (λn)n∈N is bounded above by 1 and therefore it has a limit

λ∗
:= lim

n→∞

λn

which is smaller then
6
7 since the map g 6

7

has periodic points of any period n ∈ N (by

Šarkovskii’s Theorem). In addition, λ∗ is greater than
4
5 , since λ2 =

4
5 . Indeed, in [14,

Remark 4] it has been mentioned that λ∗ = 0.8249080 . . .

We now determine for each member of the family of truncated tent maps which kind

of chaos prevails.

For 0 ≤ λ < λ∗ the map gλ is not L/Y-chaotic:

For any λ ∈ [0, λ∗) there exists an n ∈ N with λ < λn. Therefore, any periodic orbit

of gλ in Jλ is also a periodic orbit of gλn
. On the other hand, the map gλn

has finitely

many periodic points because of (13) and (14), and therefore also gλ has only finitely

many periodic points, since at most one periodic orbit of gλ has nonempty intersection

with Kλ. So gλ is not L/Y-chaotic by Lemma 5.2.

The map gλ∗ is L/Y-chaotic but not B/C-chaotic:

In [4, VI Example 29] it has been shown that not all points in [0, 1] are approximately

periodic with respect to gλ∗ , and therefore gλ∗ is L/Y-chaotic by Proposition 3.4. On the

other hand, assuming to the contrary that gλ∗ is B/C-chaotic, by Proposition 3.3 there

exists an odd number q > 1 such that gλ∗ has a q 2k-periodic orbit P for some k ≥ 0.

In case p := max P < λ∗ there is an n ∈ N with λn > p such that P is a periodic orbit

of gλn
. This contradicts (14). If, on the other hand, p = λ∗, by Šarkovskii’s Theorem

the map gλ∗ has a (q + 2) 2k-periodic orbit Q. Because of max Q < λ∗ this again leads

to a contradiction.

For λ∗ < λ ≤ 1 the map gλ is B/C-chaotic:

The original tent map g (= g1) is D-chaotic on [0, 1] (see e.g. [7, III Example 9]) and

therefore g has a periodic point ρ ∈ [λ∗, λ].

We first prove now that the map gρ is B/C-chaotic. To this end we notice that ρ is

a periodic point of gρ. This is due to the fact that either O(ρ, g) ∩ Kρ = ∅, and thus

O(ρ, gρ) = O(ρ, g), or gj(ρ) ∈ Kρ for some minimal j ∈ N, and therefore g j+1
ρ (ρ) = ρ.

The case where ρ is m-periodic with respect to gρ for some m ∈ N, m 6∈ {2n | n ∈ N0}
is easily settled because in this case gρ is B/C-chaotic by Proposition 3.3. So from now
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on we may assume that ρ is a 2n-periodic point of gρ for some n ∈ N0. We now define

the intervals

K := [g2n

ρ (λn+1), λn+1] and J := [λn+1, ρ]

and prove the existence of an N ∈ N with the property

K ∪ J ⊆ gN
ρ (K) ∩ g N

ρ (J) (15)

which in turn implies, by Proposition 3.3, that gρ is B/C-chaotic. To this end we first

notice that the intervals K and J are well defined since the relations ρ > λ∗ and

O(λn+1, gρ) = O(λn+1, g) are valid. Since ρ is 2n-periodic we get

K ∪ J ⊆ g2n

ρ (J). (16)

In order to prove that for some r ∈ N we have

K ∪ J ⊆ gr
ρ(K) (17)

we state the following property which is valid for all τ ∈ [0, 1] and j ∈ N:

|gj
τ (x) − gj

τ (y)| = 2
j|x − y| for all x, y ∈ [0, 1] such that

gi
τ (x), gi

τ (y) ≥ 1 − τ
2 or gi

τ (x), gi
τ (y) ≤ τ

2 for i = 0, 1, . . . , j.
(18)

Using (18) and the fact that both λn+1 and g2n

ρ (λn+1) are 2n+1-periodic with respect

to gρ, we see that there is some j ∈ {0, 1, . . . , 2n − 1} with the following property:

gj
ρ(λn+1) < ρ

2 and g2n+j
ρ (λn+1) > 1 − ρ

2

or gj
ρ(λn+1) > 1 − ρ

2 and g2n+j
ρ (λn+1) < ρ

2 .

So we get ρ ∈ gj+1
ρ (K) and therefore [λn+1, ρ] ⊆ gj+1

ρ (K). Thus with r := 2n + j + 1

condition (17) is satisfied. Using (16), (17) and the definition N := r + 2n the claim

(15) follows and gN
ρ is turbulent. By Proposition 3.3 then gρ is B/C-chaotic.

Finally, since gρ is now known to be B/C-chaotic, there is a p-periodic orbit P of gρ

in Jρ for some p ∈ N, p 6∈ {2n | n ∈ N0} (compare with the above proof that gλ∗ is not

B/C-chaotic). Because of λ > ρ the orbit P is also p-periodic with respect to gλ and

therefore gλ is B/C-chaotic by Proposition 3.3.

Combining the previous considerations with the results of Section 4 we get the follow-

ing summary for the family of truncated tent maps:

• For each λ ∈ [0, λ∗) the map gλ is not chaotic in any of the three senses considerd

in this paper.

• The particular map gλ∗ is chaotic in the sense of Li & Yorke but neither in the

sense of Block & Coppel nor Devaney.

• For each λ ∈ (λ∗, 1] the map gλ is chaotic in any of the three senses considered

in this paper.
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We conclude this section with a few additional remarks on the family of truncated

tent maps.

Remarks 5.1

(1) The map gλ∗ first appeared in [14, Remark 4] as an example of a map of typ 2∞

(i.e. the set of periods of its periodic points is {2i | i ∈ N0}) having a scrambled

set. Block and Coppel [4, VI Example 29] have proved that gλ∗ is L/Y-chaotic

by showing that
λ∗

2 , 1− λ∗

2 ∈ P(gλ∗), but
[

λ∗

2 , 1− λ∗

2

]

∩P(gλ∗) = ∅. To this end

additional results [4, VI Lemma 17 and Theorem 24] have been used.

(2) The fact that gλ is B/C-chaotic for all λ ∈ (λ∗, 1] can also be proved by using

kneading theory for unimodal maps (see [6]). In this context one considers the

restriction gλ|[0,λ] of gλ on [0, λ] and defines the intervals L :=
[

0, λ
2

)

, C :=
[

λ
2 , 1 − λ

2

]

and R :=
(

1 − λ
2 , λ

]

, where {L, C, R}N is the symbol space of the

itineraries of gλ. Then the corresponding results from [6] for unimodal maps are

also valid for gλ|[0,λ].

Using kneading theory one can also prove that gλ∗ is L/Y-chaotic. To this

end one shows that λ∗ is not finally periodic with respect to gλ∗ and hence not

approximately periodic (see (18)). In addition one can see that the set of periodic

points of gλ∗ is
⋃

n∈N0

O(λn, g) ∪ { 2
3}.

(3) Example 5.1 suggests that the set of B/C-chaotic maps on I is open in the set

C0(I, I) of continuous self maps of I (in the topology defined by the supremum

norm). That this is indeed true can be seen in [4, Corrolary 20].

Example 5.1 might also suggest that the set of L/Y-chaotic maps on I is closed in

C0(I, I). This, however, is not true. In [5] the family Tλ : [0, 1] → [0, 1], 0 ≤ λ ≤ 2, of

tent maps is defined by Tλ(x) := λx for x ∈
[

0, 1
2

]

and Tλ(x) := λ(1−x) for x ∈
[

1
2 , 1

]

.

It is proved then that for any λ > 1 the map Tλ is B/C- and therefore L/Y-chaotic.

On the other hand, for λ = 1 all points of [0, 1] are obviously mapped on fixpoints in
[

0, 1
2

]

and this means that T1 is not L/Y-chaotic.

6 An Example in a General Compact Metric Space

We finally show by means of an example that in the context of general compact metric

spaces we canot expect the close relations between the three definitions of chaos as they

appear in the particular case of interval maps. In fact, our example shows that even

L/Y-chaos together with B/C-chaos does not imply D-chaos.

Example 6.1 The adding machine τ : Σ → Σ is defined as follows: To any point

α = (a0, a1, a2, . . . ) ∈ Σ it “adds” the particular point (1, 0, 0, 0, . . . ) according to the

following rule: If α=(1, 1, 1, . . . ) define τ(α) := (0, 0, 0, . . . ), otherwise let all entries of

α unchanged except the first an which vanishes; change this an to 1. It is well known

that τ is a homeomorphism without periodic points (see e.g. [4, p.133/134]). So if we

define the continuous map

f : Σ × Σ → Σ × Σ, (α, β) 7→ (σ(α), τ(β))

we see that f is semi-conjugate to σ via the projection h : Σ × Σ → Σ from Σ × Σ to

its first component. Therefore f is B/C-chaotic. Furthermore, if S ⊂ Σ is a scrambled
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set for σ then for any α ∈ Σ the set Sα := {(s, α) | s ∈ S} is obviously a scrambled set

for f . Hence f is L/Y-chaotic. On the other hand, since τ has no periodic points f has

none either and therefore f is not D-chaotic.

Remarks 6.1

(1) The previous example shows that condition (ii) of the Definition 3.3 of D-chaos

(or more general, the existence of periodic points) may by too restrictive. Indeed,

for a B/C-chaotic map f : X → X (X any compact metric space) there exists a

compact invariant set Y ⊆ X such that f |Y is B/C-chaotic, transitive and has

sensitive dependence on initial conditions (use [1, Theorem. 3]).

(2) For maps defined on non-compact metric spaces in [10] we have given examples

of maps which are D- but neither L/Y- nor B/C-chaotic (see [10, Theorem 3.3.3])

or D- and L/Y-chaotic but not B/C-chaotic (see [10, Theorem 3.3.5]).

We want to conclude this paper with raising the question about the relations between

the three definitions of chaos considered above in the general case of mappings on ar-

bitrary compact metric spaces. It is widely believed that B/C-chaos implies L/Y-chaos

but we do not know if this is really true. And what is known about the other relations?
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1 Introduction

The bond graph is an appreciated tool for physical systems modelling. Based on power

flows representation, it enables the description of the system through energy storage and

dissipative elements [10, 16]. In a control objective, the structure of the chosen model is

also of greatest importance: closed loop requirements may depend on groups of elements

of the open loop model. Refining these parts of the model would enable to meet the

control goals more efficiently, provided that these refinements also improve the model

accuracy. In an input-output decoupling objective, the aim of this work is to identify, on

the bond graph model describing the system, the elements involved in major properties

of the control solution.

Suitable tools for both structural analysis and synthesis of input-output decoupling

control laws are defined by the geometric approach [1, 22]. In particular, many contribu-

tions have been brought about input-output decoupling by regular static state feedback,

in which the structure of the open loop model is of greatest interest. This structure spe-

cially enables to know whether the model is decouplable [5 – 8, 11, 13]. If so, some poles of

the decoupled model are also shown to be independent of the control law, so-called fixed

modes [9, 12]. Suitable tools for the structural synthesis of such input-output decoupling

c© 2001 Informath Publishing Group. All rights reserved. 39
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control laws are defined by the geometric approach. Using particular state space sub-

spaces [4], the designer may choose the number of degrees of freedom introduced by the

control law. An unstable unassigned mode would lead to an unstable decoupled model,

making this control strategy unrealistic.

In this paper, thanks to geometric concepts, structural analysis methods are empha-

sized for the input-output decoupling of linear square bond graph models by regular static

state feedbacks. Graphical methods are first developed to determine, in terms of fixed

modes, if a stable solution exists for the regular input-output decoupling problem. If so,

the bond graph methodology is then used to compute state feedbacks insuring stability

of the decoupled model.

2 Basic Concepts for Model Analysis

In this part, the basic concepts for model analysis are recalled with different approaches.

These concepts are used in the main part of this paper for the characterization of feedback

laws.

Consider square linear time-invariant systems (
∑

) = (A, B, C) described by equation

{

ẋ(t) = Ax(t) + Bu(t),

y(t) = Cx(t),
(1)

where x(t) ∈ X ≈ R
n is the state, u(t) ∈ U ≈ R

m is the control input, y(t) ∈ Y ≈ R
m

is the output to be controlled. The same notation is used for maps and their matrix

representations in particular bases A : X → X , B : U → X , C : X → Y. B is the image

of B and K the kernel of C. System (1) is supposed to be invertible.

2.1 Algebraic approach

The infinite structure allows us to express whether a model is decouplable by a regular

static state feedback. The stability property of the decoupled model is deduced from the

finite structure. It means that the controlled model can be made stable if the fixed modes

are stable. The algebraic way for the study of these two structures is now recalled.

2.1.1 Infinite structure. The infinite structure is characterized by the row and global

infinite zero orders.

Definition 2.1 Let ni be the smallest integer verifying ciA
k−1B = 0, k < ni and

ciA
ni−1B 6= 0, with ci the i-th row of matrix C.

Definition 2.2 [5] ni is called the ith row infinite zero order, associated with the

ith output variable.

Property 2.1 ni is the number of derivations of the ith output variable necessary to
make appear explicitly at least one of the control input variables.

Definition 2.3 [20] Let T (s) be the transfer matrix of system (1). The Smith-

McMillan form at infinity of T (s) is the unique matrix Φ(s) defined by equation

T (s) = B1(s).Φ(s).B2(s), (2)

with

Φ(s) = diag

{

s−n′

1 , s−n′

2 , . . . , s−n′

m

}

,

and B1 and B2 are two non unique bicausal matrices.
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Definition 2.4 [5] The set of non increasing integers {n′

1, n
′

2, . . . , n
′

m} is the set of

global infinite zero orders of (
∑

). It contains m numbers because the system is invertible.

2.1.2 Finite structure.

Definition 2.5 [17] Let P (s),

P (s) =

[

sI − A B

−C 0

]

, (3)

be the system matrix of (
∑

). The invariant zeros of (
∑

) are the zeros of the Smith form

of P (s). They also are the roots of detP (s) because the system is square.

2.2 Geometric approach

Some geometric results are now recalled that define invariant subspaces used in input-

output decoupling.

Definition 2.6 [23] A subspace W is (A,B) invariant subspace if it satisfies the

inclusion AW ⊂ W + B.

In terms of state feedback, W is an (A,B) invariant subspace iff there exists a set

F(A, B; W ) of state feedback matrices F such as (A + BF )W ⊂ W . Let L(A,B; Ψ) be

the set of (A,B) invariant subspaces included in the subspace Ψ. This subspace is closed

for addition, it thus contains a supremal element.

Property 2.2 The subspace L(A,B; Ψ) contains a unique supremal element denoted
as V∗(Ψ) = supL(A,B; Ψ).

The subspace V∗(Ψ) is the limit of the algorithm (4)

{

V0 = X ,

Vµ = Ψ ∩ A−1(B + Vµ−1),
(4)

called “Controlled Invariant Subspace Algorithm” [23].

For control purposes, a particular set of subspaces is used: (A,B) invariant subspaces

included in the kernel of the output matrix, denoted L(A,B;K). The supremal element

is usually denoted as V∗ = supL(A,B;K). It can be obtained by using equation (4),

with Ψ = K. For control purposes, the orthogonal complement of the subspace V∗ is

used in this paper. It is the limit of algorithm (5):

{

V0⊥ = 0,

(Vµ−1)⊥ = K⊥ + At(B⊥ ∩ (Vµ−1)⊥).
(5)

There is a fundamental property between V∗ and the observability property of the

controlled system. This property can be expressed as:

Property 2.3 Subspace V∗ is the greatest non observable subspace built with state
feedback.

Stable dynamics are associated with a second set of (A,B) invariant subspaces: sta-

bilizable subspaces.
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Definition 2.7 W is a stabilizable (A,B) invariant subspace iff there exists a set of

state feedback matrices F ∈ F(A, B;W) verifying equation

σ(W|A + BF |W) ⊂ C−. (6)

C− is a set of negative real part eigenvalues. A stabilizable subspace W is thus an

(A,B) invariant subspace with which a state feedback matrix F ∈ F(A, B;W) is built

such as (A+BF ) is stable on W . Suppose L−(A,B;K) the set of stabilizable subspaces

included in the kernel of the output matrix. This subspace verifies the following property:

Property 2.4 The set L−(A,B;K) contains a unique supremal element denoted as
V∗

stab = supL−(A,B,K). It satisfies equation

V∗

stab ⊂ V∗. (7)

Among all output nulling trajectories, subspace V∗

stab only characterizes those which

are stable. Guarantying in the same time decoupling and stability property of the de-

coupled system, it will be used for the control law synthesis. Among the set of output

nulling trajectories, free dynamics and fixed dynamics are pointed out. They will be

characterized for bond graph models.

Other subspaces are briefly used in this paper: (K, A)-invariant subspaces.

Definition 2.8 W is a (K, A)-invariant subspace iff it satisfies equation (8).

A(W ∩K) ⊂ W . (8)

Let S(K, A;B) the set of (K, A)-invariant subspaces containing subspace B. This set

contains a minimal element denoted as S∗ = inf S(K, A;B). It is the limit of algorithm

{

S0 = 0,

Sµ = B + A(K ∩ Sµ−1),
(9)

called “Conditional Invariant Subspace Algorithm”.

As described by equations (4) and (9), subspaces V∗ and S∗ are obtained with dual

algorithms. The following relation can be written:

Property 2.5 supL(A,B;K) = (inf S(B⊥, At;K⊥))⊥.

Property 2.6 For invertible systems, subspaces V∗ and S∗ satisfy equation

V∗
+ S∗

= X . (10)

Property 2.7 For invertible systems, equation

dimV∗
= n −

∑

i

n′

i (11)

is satisfied.

According to equation (11), if V∗

i is the supremal subspace of subsystem (
∑

i) =

(A, B, ci) included in ker ci, a basis for each subspace V∗⊥

i is the limit of algorithm (5)

with K = ker ci and is given by equation

V∗⊥

i = vect
{

ct
i, ..., (ciA

ni−1
)
t
}

. (12)
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2.3 Bond graph approach

Let us consider, in the following, bond graph models with complete integral causality

assignment. The minimal state vector thus deduced is x whereas the state space equation

is described by equation (1). The previous results can be applied on the state space

representation. The object of this part is to recall some results about infinite zeros and

invariant zeros of such models, directly with a graphical approach. Particularly, the

equivalence between null invariant zeros of bond graph models with an integral causality

assignment, denoted BGI, and infinite zeros of bond graph models with a derivative

causality assignment, denoted BGD, is emphasized.

2.3.1 Infinite structure. Consider bond graph models with an integral causality assign-

ment.

Definition 2.9 The length of a causal path is equal to the number of dynamical

elements met when following the path.

Definition 2.10 When they contain at least one dynamical element, two causal paths

are said to be different if they do not have any common dynamical element.

Property 2.8 [19] ni is equal to the length of the shortest causal path between the
ith output detector and all the input sources.

Property 2.9 [19] The number of global infinite zeros is equal to the number of
different input-output causal paths. Their orders are computed as in equation

{

n′

m = L1,

n′

m−k+1 = Lk − Lk−1,
(13)

where Lk is the sum of the lengths of the k shortest input-output different causal paths.

If there are several choices of m different shortest input-output causal paths, the

gains of the shortest different causal paths from at least two output detectors to all

the input sources may be proportional. It means that, in this case, the control inputs

do not appear independently in the output derivatives. Hence, the integers computed

according to equations (13) do not define the global infinite zero orders of the model. For

independence between control inputs and output derivatives to be performed, at least

one output variable must be derived more times. The order of the ith global infinite zero

is thus greater than the length of the shortest causal path from the associated output

detector to the input sources. For any invertible bond graph model with m inputs and

m outputs, there exists at least one choice of m different input-output causal paths.

2.3.2 Finite structure. Graphical methods allow the characterization of the invariant

zeros of (
∑

) straight from its bond graph model. Particularly, considering the bond

graph model obtained by removing from the initial one each choice of m different input-

output causal paths and expressing each characteristic polynomial, one determines the

invariant zeros of the global square model [19]. Null invariant zeros can be derived

straightforward with a causal approach. A new concept is now defined on the BGD:

the ith output infinite zero order nid, associated with the ith output variable. It will

be pointed out that nid is equal to the number of null invariant zeros of the ith row

subsystem.
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Let us assign the derivative causality on the bond graph model of the system. As the

derivative causality assignment can be performed, the state matrix A is invertible. A more

general approach is proposed in [3]. Hence, the associated mathematical representation

is given by equation
{

x = A−1ẋ − A−1Bu,

y = CA−1ẋ − CA−1Bu.
(14)

Definition 2.11 Let nid be the smallest integer verifying ciA
−(k+1)B = 0, k < nid

and ciA
−(nid+1)B 6= 0.

nid is thus the number of integrations of the ith output variable necessary to make

appear explicitly at least one of the control input variables.

Property 2.10 nid is equal to the length of the shortest causal path between the ith

output detector and all the input sources on the BGD.

Definition 2.12 nid is called the order of the ith row infinite zero associated with

the ith output variable on the BGD.

Extending the previous result to the whole system, let us now define for the BGD the

new concept of global infinite zero orders, noted {n′

1d, ..., n
′

md} .

Definition 2.13 Let {n′

1d, ..., n
′

md} the integer set verifying equation

{

n′

md = L1d,

n′

(m−k+1)d = Lkd − L(k−1)d,
(15)

where Lkd is the sum of the lengths of the k shortest different input-output causal paths

on the BGD. These integers are called global infinite zero orders of the BGD.

These integers are obtained directly on the BGD with the same approach as the set

{n′

1, ..., n
′

m} on the BGI.

Property 2.11 nid is equal to the number of null invariant zeros of the ith row
subsystem.

Theorem 2.1 Let {n′

1d, ..., n
′

md} be the set of global infinite zero orders of the BGD.
The number of null invariant zeros of the BGI is equal to

∑m
k=1 n′

kd.

The proof of this theorem is proposed in appendix. Note that the BGD has frequently

direct input-output causal paths. In that case, several choices of m different shortest

input-output causal paths are often found. Then, when computing the integers from the

bond graph model with derivative causality assignment, take care of the proportionality

between the gains of these causal paths.

3 Regular Static State Feedback Decoupling with Stability

In this part, (
∑

) is supposed to be invertible, controllable and observable [18]. A static

state feedback control law, described as equation

u = Fx + Gv, (16)

is applied on equation (1). It is called regular when matrix G is square invertible.
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3.1 Algebraic and geometric approaches

Let {ni} be the set of row infinite zero orders and {n′

i} the set of global infinite zero

orders. If (
∑

) is decouplable by a regular static state feedback, this control strategy is

called rssf in the next [9].

3.1.1 Structural condition for decoupling with stability. Let Ω be the decoupling matrix

defined as in equation

Ω =







c1A
n1−1B
.
.
.

cmAnm−1B






. (17)

Property 3.1 [5, 15] ni is invariant under rssf.

Property 3.2 (
∑

) is decouplable by rssf iff Ω is invertible.

Theorem 3.1 [5] (
∑

) is decouplable by rssf iff equivalent equations

{ni} = {n′

i} (18)

and

V∗
=

m
⋂

i=1

V∗

i (19)

are satisfied.

When decoupling (
∑

) by state feedback, some poles of the decoupled model are un-

observable and independent of the control law. They are called fixed modes. These fixed

modes are defined straight from the open-loop model [9]: they are all or only some of the

invariant zeros of the open-loop model. In order to achieve decoupling with stability, a

second set of conditions must be satisfied. Let us denote Z+(ci, A, B) the set of unstable

invariant zeros of system (ci, A, B).

Theorem 3.2 [12] (
∑

) is decouplable with stability by rssf iff equations







{ni} = {n′

i} ,

Z+(C, A, B) =

m
∑

i=1

Z+(ci, A, B)
(20)

are satisfied.

Theorem 3.3 [12] (
∑

) is decouplable with stability by rssf iff equations















V∗ =

m
⋂

i=1

V∗

i ,

V∗

stab =

m
⋂

i=1

V∗

i stab

(21)

are satisfied.

3.1.2 Decoupling and disturbance rejection. In this section, symbolic expressions of reg-

ular static state feedback control laws u(t) = Fx(t) + Gv(t) insuring input output
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decoupling are recalled. The geometric approach consists on identifying state subspaces

with adequate properties for the control law goal [21].

These methods use geometric supports derived on the control law synthesis for dis-

turbance rejection, and particularly on the concept of decoupling subspace [4]. In a first

step, the methodology for disturbance rejection is recalled. Then, this concept is used in

order to achieve input-output decoupling, by considering all the control inputs, except

one, as a disturbance input for each output variable. Two sets of decoupling subspaces

are used in this paper: V∗

i = supL (A, B; ker ci) and V∗

i stab = supL− (A, B; ker ci). The

properties of the associated decoupled system are recalled.

Consider the SISO system

{

ẋ(t) = Ax(t) + Bu(t) + Ed(t),

y(t) = cx(t),
(22)

where d(.) ∈ D ≈ Rq is the disturbance.

The goal is to find a control law such that the transfer function matrix from d(s) to

y(s) be zero. This goal is achievable if the following theorem is satisfied.

Theorem 3.4 [22] The output variable y(t) of system (22) can be decoupled from the
disturbance vector d(t) iff there exists a (A,B) invariant subspace D satisfying equation

Im E ⊂ D ⊂ V∗ ⊂ ker c. (23)

D is called decoupling subspace of the disturbance d(t).

The supremal decoupling subspace is V∗ = supL (A,B; ker c). The controlled system

is described by equation

{

ẋ(t) = (A + BF )x(t) + Bv(t) + Ed(t),

y(t) = cx(t),
(24)

where v(t) is the new control input variable.

The state feedback matrix is calculated by considering the following property.

Proposition 3.1 [4] Consider the SISO system (22) satisfying Theorem 3.4. Sup-
pose that its infinite zero order is such that n0 ≥ 1. The feedback matrices F which render
(A + BF ) invariant each decoupling subspace D are calculated following the equations

{

cA(n0−1)(A + BF ) = h,

h.D = 0.
(25)

The column matrix ht is a linear combination of subspace D⊥ basis vectors. Param-

eters defining this linear combination are the degrees of freedom in the control law. The

number of degrees of freedom is thus equal to dimD⊥.

According to Theorem 3.4, the supremal decoupling subspace is V∗ = supL(A,B; ker c).
This solution minimizes the number of degrees of freedom for the control law. A better

solution is given by subspace V∗

stab ⊂ V∗ – Property 2.4.

Theorem 3.5 [22] Suppose that system (22) is stabilizable. The output variable y(t)
can be decoupled from the disturbance d(t) while guarantying stability iff equation

Im E ⊂ V∗

stab ⊂ V∗
(26)

is satisfied.

In that case, subspace V∗

stab is used for the calculus of matrix F . Matrix F satisfies

the following property.
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Property 3.3 [4] Each state feedback matrix F such (A+BF )V∗

stab ⊂ V∗

stab satisfies
equation

σ(V∗

stab|A + BF |V∗

stab) ⊂ C−. (27)

These results are right for multivariable systems. Consider now system (
∑

) described

by equation (1). The decoupled system using a rssf u(t) = Fx(t) + Gv(t) is described

by equation
{

ẋ(t) = (A + BF )x(t) + BGv(t),

y(t) = Cx(t),
(28)

with v(t) the new input control vector.

Denote vi(t) the vector v(t) without its ith variable. Given that system (1) is de-

coupled, each output variable yi(t) is decoupled from the disturbance vector vi(t), for

i = 1, . . . , m at the same time. The following property can than be written.

Property 3.4 [4] Each (A + BF ) invariant subspace Di satisfying equation

Im Ei ⊂ Di ⊂ V∗

i ⊂ ker ci, i = 1, . . . , m (29)

is associated with each output variable yi(t) of the decoupled system (28).

Ei is the ith column of matrix E. The supremal decoupling subspace is V∗

i =

supL (A,B; ker ci). For each of the m SISO subsystems, the control law u(t) = Fx(t) +

Gv(t) is such that the disturbance vi(t) is included in a decoupling subspace Di – equa-

tion (29). This subspace is (A+BF )-invariant. Properties 2.1 and 3.4 allow the definition

of the decoupling control law u(t) = Fx(t) + Gv(t).

Property 3.5 [4] Consider a system which can be decoupled by a rssf. Let Ω be the
decoupling matrix, {ni} its row infinite structure and {Di} a set of subspaces solution
for the decoupling problem. A decoupled system is obtained with matrices F and G and
the control law u(t) = Fx(t) + Gv(t) following equations











hi.Di = 0, i = 1, . . . , m,

ΩF = [hi − ciA
ni ]i=1,...,m ,

ΩG = diag [gi]i=1,...,m.

(30)

A formal expression of matrices F and G using Maple is derived from the set of

decoupling subspaces. gi, i = 1, . . . , m, are freely assignable parameters to choose

static gains of the closed loop system. Each row matrix hi is a linear combination of

subspace D⊥

i basis vector. The number of degrees of freedom is thus function of the choice

of the decoupling subspace. Two sets of decoupling subspaces are used in this paper:

{V∗

1 , . . . ,V∗

m} and {V∗

1 stab, . . . ,V∗

m stab}. These subspaces characterize the properties of

the decoupled system.

Property 3.6 [22] Consider a square controllable system decoupled by a rssf. Choos-
ing {V∗

1 , . . . ,V∗

m} as the set of decoupling subspaces, the unassignable modes of the de-
coupled systems are all the invariant zeros of the open loop system. If decoupling with
stability is possible, choosing {V∗

1 stab, . . . ,V∗

m stab} as the set of decoupling subspaces,
unassignable modes of the decoupled system are strictly stable invariant zeros of the open
loop system.

A given rssf is thus associated with a given set of decoupling subspaces that introduces

degrees of freedom used to assign some closed loop modes. The decoupling subspaces

enable the choice of the number of the decoupled model unassignable modes.
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The control law giving the maximum number of unassignable modes is obtained when

taking as decoupling subspaces the greatest ones. The associated unassignable modes are

all the invariant zeros of (
∑

): one unstable invariant zero makes unstable the decoupled

model. However, if decoupling with stability is possible, a stable decoupled model may

be designed. In this case, for bond graph models, the set of fixed modes is only composed

of all the strictly stable invariant zeros [12].

A graphical necessary and sufficient condition is derived in the next section for the

existence of at least a control law insuring stability of the decoupled model. This control

law is associated with decoupling subspaces {V∗

1 stab, . . . ,V∗

m stab}. The formal expressions

of these decoupling subspaces are then expressed from the bond graph model of (
∑

).

Remark 3.1 The state feedback control law creates an unobservable subspace con-

tained in V∗. Given that the system is square, the controllable part in V∗ is empty. All

modes which are unobservable are also non controllable modes for the control law. They

are non assignable modes in Property 3.6.

3.2 Bond graph approach

If the bond graph model has no invariant zero and if it is rssf, then it is rssf with stability

because there are no fixed mode in that case. If some of the invariant zeros are strictly

unstable, the problem does not have any solution for bond graph models because these

invariant zeros are fixed modes. If none of these invariant zeros are strictly unstable, the

only unstable invariant zeros are the null ones: the following study is dealing with this

case.

A method allows us to determine if there exists a stable solution for the input-output

decoupling problem. This method is based on the study of infinite zeros structures, whose

main concepts are now recalled [2].

Then, it is shown how the bond graph formalism allows us to determine the invariant

subspaces symbolic expression and then the control law symbolic expression, directly

with a graphical approach.

An example is then proposed.

3.2.1 Structural approach analysis. Combining the previous results, Theorem 2.1 and

Theorem 3.2 enable to derive a graphical necessary and sufficient condition for (
∑

) to

be decouplable by rssf with stability.

Theorem 3.6 Assume that (
∑

) does not have any strictly unstable invariant zero.
A stable solution for the input-output decoupling of (

∑

) thus exists iff the infinite zeros
structures of BGI and BGD verify equations

{

{ni} = {n′

i} ,

{nid} = {n′

id} .
(31)

According to Property 2.11 and Theorem 3.2, the proof is immediate.

Hence, the bond graph model of (
∑

) enables to know graphically if a decoupling rssf

exists insuring closed loop stability. In the next part, regular decoupling with stability

is supposed to be possible.

3.2.2 Control law. As expressed by Property 3.5, the decoupling control law associated

with a set of decoupling subspaces is computed thanks to the symbolic expressions of their
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orthogonal complements. No simple algorithm allows the calculation of these subspaces

with a symbolic expression. The bond graph methodology gives a different way. Causal

path length concepts on the bond graph models with integral and derivative causality

assignment are now used to determine the expressions of the two sets of useful subspaces
{

(V∗

i )⊥, . . . , (V∗

m)⊥
}

and
{

(V∗

1stab)⊥, . . . , (V∗

mstab)⊥
}

.

Consider the bond graph model with integral causality assignment. Let DEi- resp.

DEid- be the ith dynamical element in integral – resp. derivative – causality, associated

with the ith state vector component xi(t) on the bond graph model with integral –

resp. derivative – causality assignment. Let be Gk(DEi, Dj) the constant term, without

Laplace operator s, of the gain of a causal path of length k between the ith dynamical

element in integral causality DEi and the jth output detector Dj . Let g(DEi) be equal

to 1/I for an I-element and 1/C for a C-element.

Property 3.7 cjA
kIi =

∑

Gk(DEi, Dj).g(DEi).

Ii is the identity matrix ith column. From Property 3.7, the formal expressions of

the subspaces
{

(V∗

i )⊥, . . . , (V∗

m)⊥
}

can be obtained with a graphical manner. Consider

now the bond graph model with derivative causality assignment. For nid ≥ 1, let V∗

id

be such that:

(V∗

id)
⊥

= span {(ciA
−1

)
t, ..., (ciA

−nid)
t}. (32)

Let Gkd(DEid, Dj) be the constant term of the gain of a causal path of length k
between the ith dynamical element in derivative causality DEid and the jth output

detector Dj .

Property 3.8 cjA
−kIi =

∑

Gk−1(DEid, Dj).

From the same graphical way as in Property 3.7, the formal expressions of the sub-

spaces
{

(V∗

1d)
⊥, . . . , (V∗

md)
⊥

}

can be obtained. The Property 3.9 is deduced from equa-

tion (12) and (32).

Property 3.9 dim(V∗

i )⊥ = ni and dim(V∗

id)
⊥ = nid.

Finally, the symbolic expression of the subspaces (V∗

i stab)⊥ can be derived.

Property 3.10 (V∗

i stab)⊥ = (V∗

i )⊥ ⊕ (V∗

id)
⊥

, i = 1, ..., m.

{(V∗

i stab), . . . , (V∗

m stab)} is the set of greatest decoupling subspaces insuring closed loop

stability if stable decoupling is possible. The proof of Property 3.10, rather technical,

is detailed in the appendix. The bond graph model of (
∑

) thus allows us to derive

graphically the symbolic expressions of the subspaces needed for the synthesis of input-

output (stable) decoupling rssf. An example using the previous analysis and computation

methods is now presented.

4 Example

Let us define, Figure 4.1, the bond graph model BG1 containing two input sources

{E1, E2}, two output detectors {D1, D2} associated with outputs variable to be controlled
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Figure 4.1. Bond-graph model BG1.

and six dynamical elements, each with integral causality assignment. This model is

invertible, controllable, observable and decouplable by rssf [2].

Assigning a derivative causality on the whole set of dynamical elements leads to the

bond graph model BG2 described Figure 4.2. The derivative causality can be assigned

to each dynamical element. It means that the state matrix is invertible.

Remove from BG1 the two shortest different input-output causal paths D1 → R1 →
C1 → I1 → E1 and D2 → R2 → I3 → E2. The remaining bond graph model contains

three dynamical elements: the global model has thus three invariant zeros [19]. Some

of these invariant zeros may be null. Studying the global infinite zero structure of BG2

allows us to determine graphically their number. The shortest causal path from the

output detector D1 to the input sources does not meet any dynamical element. Thus

n′

2d = 0. Furthermore, there are causal paths of length 1 from the output detector D2

to the input sources. Due to the R-element R4, these causal paths are independent of

those of length 0 defining n′

2d. Hence n′

1d = 1. Theorem 2.1 so allows to state that the

global model has one null invariant zero.

Figure 4.2. Bond-graph model BG2.

On BG1, finally removing each couple of different input-output causal paths, one

computes the two remaining invariant zeros: s = −1/R4C4 and s = −1/R4C4 [19].

The three invariant zeros of BG1 define the unassignable modes when (V∗

1 )⊥ and (V∗

2 )⊥

are chosen as decoupling subspaces. None of the invariant zeros are strictly unstable.
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Computing the row infinite zero orders of BG2 thus allows us to know if a stable solution

exists for the input-output decoupling of BG1. The shortest causal paths from each

output detector to the input sources are D1 → R1 → E1 and D2 → I2 → R4 → E2.

Thus n1d = 0 and n2d = 1. Hence, according to Theorem 3.6, a stable decoupled model

may be designed. The suitable rssf leads to a set of fixed modes composed of the only

strictly stable invariant zeros.

The decoupling subspaces associated with the two previous decoupling strategies are

the subspaces (V∗

i ) and (V∗

i stab), i = 1, 2. The expressions of their orthogonal comple-

ments are determined according to equations (12), (32) and Property 3.10. Symbolic

computations with MAPLE enable the derivation from Property 3.5 of the two associ-

ated rssf and the two closed loop transfer matrices, where (a1, b1, b2, b3) depend of the

bond graph parameters. For the first decoupling control law, the closed loop transfer

matrix is given by equation

T (s) =

[

g1/(s2 + p1
1s + a1p

1
0) 0

0 g2/(s + b1p
2
0)

]

. (33)

As expected, it is a third order matrix: the three remaining modes have been made

unassignable. They are the invariant zeros of BG1. For the second decoupling control

law, the closed loop transfer matrix is given by equation

T (s) =

[

g1/(s2 + p1
1s + a1p

1
0) 0

0 g2s/(s2 + b2p
2
0s + b3p

2
0 + p2

1)

]

. (34)

It is a 4th order matrix. As determined by the previous analysis, s = −1/R4C4 and

s = −1/R4C4 are the fixed modes. According to Property 3.5, pi
k are degrees of freedom

available to tune closed loop dynamics and gi are parameters used to assign closed loop

static gains, k = 0, 1, i = 1, 2. Note that the model obtained by removing the R-element

R4 would still be decouplable; but closed loop stability could not be performed. Indeed,

proportionality between the gains of the shortest different input-output causal paths

would change the set of global infinite zero orders: n′

2d = 0 and n′

1d = 2. The row

infinite zero orders staying unchanged, Theorem 3.6 states that no decoupling rssf exists,

achieving closed loop stability.

5 Conclusion

In this paper, structural analysis methods are developed for the input-output decoupling

of linear square bond graph models by regular static state feedback.

The poles of the decoupled model are first studied. Due to the non-interaction con-

straints, some of these poles are fixed: these modes are some of the invariant zeros of

the open loop model. Input-output causal path concepts on both bond graph models

with integral and derivative causality assignment are used to characterize the symbolic

expressions of these invariant zeros. A graphical interpretation of a necessary and suffi-

cient condition is also derived for the input-output decoupling problem with stability to

be solvable.

The bond graph methodology is then used to compute a decoupling state feedback

insuring stability of the decoupled model, when it is possible. An example is finally

presented to detail these analysis and computation methods.
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In this paper, it is recalled that the input-output decoupling problem is often achieved

with algebraic and geometrical approaches. The bond graph approach is principally

based on graphical manipulations and at each step of the procedures information on the

model, thus on the physical process, can be analyzed.
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Appendix

A Row invariant zeros

Proof of Property 2.11.

� Suppose Gi(s) the transfer matrix of the subsystem
∑

(ci, A, B) – equations (35)

{

Gi(s) = Ni(s)/D(s),

Ni(s) = [Ni1(s) . . . Nim(s)] .
(35)

The state matrix is invertible, thus for bond graph models the subsystem
∑

(ci, A, B)

is structurally controllable and observable. The invariant zeros of the subsystem
∑

(ci, A, B) are therefore its null transmission zeros and the null zeros of matrix Gi(s).
The null zeros of matrix Gi(s) are all the zeros of the polynomial matrix Ni(s). These

null zeros are zeros of matrix Ni(s) invariant polynomials. As Ni(s) is a row matrix, it

has only one invariant polynomial, denoted λi
1(s). λi

1(s) is the gcd of the polynomials

{Ni1(s), . . . , Nim(s)}. The row subsystem
∑

(ci, A, B) null invariant zeros are the com-

mon null roots of the transfer matrix numerators. The transfer matrix Gi(s) is given by

equation

Gi(s) = ci (sI − A)
−1

B. (36)

An equivalent expression is equation

Gi(s) = ci

(

sA−1 − I
)−1

A−1B. (37)

Around s = 0, equation (38) can be written

[

(

sA−1 − I
)−1

]

s→0
= −

[

I + sA−1
+ s2A−2

+ . . .
]

. (38)

A representation of Gi(s) deduced from equations (37) and (38) is given by equation

[Gi(s)]s→0 = −
[(

ciA
−1B

)

+
(

ciA
−2B

)

s +
(

ciA
−3B

)

s2
+ . . .

]

. (39)

With the new Definition 2.11 of the integer nid, the expression of the matrix [Gi(s)]s→0

is given by equation

[Gi(s)]s→0 = −
[

(ciA
−(nid+1)B)snid + (ciA

−(nid+2)B)s(nid+1)
+ . . .

]

. (40)

The expression of matrix Gi(s) around s = 0 is given by equation

[Gi(s)]s→0 = −snid

[

(ciA
−(nid+1)B) + (ciA

−(nid+2)B)s + . . .
]

. (41)
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nid is equal to the number of common null roots of each transfer matrix Gi(s) nu-

merator. The number of row subsystem
∑

(ci, A, B) null invariant zeros is thus equal

to nid. �

B Global invariant zeros

� Consider an invertible square system
∑

(C, A, B). Suppose P (s) its system matrix

and G(s) its transfer matrix. These two matrices satisfy equation

det[P (s)] = det [sI − A] · det[G(s)]. (42)

System
∑

(C, A, B) invariant zeros are the roots of det[P (s)]. Given that the state

matrix is invertible, the number of null invariant zeros of
∑

(C, A, B) is equal to the

number of det[G(s)] null roots.

Consider the bond graph model with a derivative causality assignment (BGD), and its

transfer matrix Gd(s) deduced from equations (14). Around s = 0, this matrix satisfies

equation

[Gd(s)]s→0 =
[(

−CA−1B
)

+
(

−CA−2B
)

s + . . .
]

. (43)

Suppose θ′k the constant coefficient matrix of input output causal path gains of length

k in the BGD. Equation (43) can be rewritten as equation

[Gd(s)]s→0 =

∞
∑

k=0

θ′ksk
(44)

or equivalently as equation

[Gd(1/s)]s→∞ =

∞
∑

k=0

θ′k/sk. (45)

Suppose a bond graph model with direct transmission between the input sources and

the output detectors. The output equation is given by

y(t) = Cx(t) + Du(t). (46)

On the BGI, around s → ∞ the transfer matrix G(s) is written as equation

[G(s)]s→∞ =

[

D +
CB

s
+

CAB

s2
+ . . .

]

. (47)

Suppose θk the constant coefficient matrix of input output causal path gains of length

k in the BGI. Equation (47) can be rewritten as equation

[G(s)]s→∞ =

∞
∑

k=0

θk/sk. (48)

With equations (44), (45) and (48), matrices [Gd(s)]s→0 and [G(s)]s→∞ can be written

with the same formalism. It allows to conclude that the set of integers {n′

1d, . . . , n
′

md}
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are obtained from matrix Gd(1/s) Smith McMillan form at infinity. This matrix, denoted

as Φ′(s) satisfies equations



















Gd(1/s) = J ′

1(s) · Φ
′(s) · J ′

2(s),

det

[

lim
s→∞

{J ′

k(s)}
]

6= 0 with k = 1, 2,

Φ′(s) = diag

{

s−n′

1d , . . . , s−n′

md

}

.

(49)

From equations (49) follows equation

det [Gd(1/s)]s→∞
≈ K ′

1 · K
′

2 · 1/
(

s(
∑

m

i=1
n′

id)
)

, (50)

with K ′

1 and K ′

2 non zero constants, or equivalently equation

det [Gd(s)]s→0 ≈ K ′

1 · K
′

2 · s
(
∑

m

i=1
n′

id). (51)

According that matrices G(s) and Gd(s) are equal, can be written equation

det[G(s)]s→0 ≈ K ′

1 · K
′

2 · s
(
∑

m

i=1
n′

id). (52)

From equation (52), it comes that the number of null invariant zeros in BGI is equal to

the sum of the infinite zero orders of the BGD for square models. The property remains

valid for non square models, that is with m > p. �

C Stabilizing decoupling subspace

The proof is divided in three parts. At first, it is shown that the two subspaces V∗⊥

i

and V∗⊥

id are such as V∗⊥

i ⊕ V∗⊥

id = V∗⊥

is – step 1, then that V∗

is is a (A,B) invariant

subspace included in the subspace V∗

i – step 2. It is then shown that V∗

is is equal to

V∗

i stab – step 3.

Step 1: V∗⊥

is = V∗⊥

i ⊕ V∗⊥

id .

Consider the V∗⊥

i subspace basis defined by equation

V∗⊥

i = vect

{

(ci)
t , . . . ,

(

ciA
ni−1

)t
}

, ni ≥ 1. (53)

V∗⊥

id subspace basis is defined by equation

V∗⊥

id = vect

{

(

ciA
−1

)t
, . . . ,

(

ciA
−nid

)t
}

, nid ≥ 1 (54)

if nid ≥ 1, else V∗⊥

id = 0. nid is the smallest integer satisfying equations

{

ciA
−(k+1)B = 0, k < nid,

ciA
−(nid+1)B 6= 0.

(55)
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Consider S∗

i the smallest (ci, A) invariant subspace containing B, defined by the fol-

lowing algorithm
{

S0
i = 0,

Sµ
i = B + A((ker ci) ∩ Sµ−1

i ).
(56)

S∗⊥

i and V∗⊥

id are related as equation

V∗⊥

id ⊂ S∗⊥

i . (57)

Indeed, suppose the product (V∗⊥

id )t · S∗

i , according to equations (54), (55) and (56),

the first basis vector of subspace V∗⊥

id satisfies equation

ciA
−1 · S∗

i = 0. (58)

The same equation can be written for each V∗⊥

id basis vector. The last one satisfies

equation

ciA
−nid · S∗

i = 0. (59)

It is thus possible to deduce equation

(V∗⊥

id )
t · S∗

i = 0, (60)

which implies equation (57).

Consider now the subspace V∗⊥

is satisfying equation

V∗⊥

is = V∗⊥

i + V∗⊥

id . (61)

∑

(C, A, B) is right invertible and thus row subsystems
∑

(ci, A, B) are in the same

way right invertible. Equation (62) can be written

V∗

i + S∗

i = X . (62)

Equation (63) can be deduced

V∗⊥

i ∩ S∗⊥

i = 0. (63)

From equations (63) and (57) it comes:

V∗⊥

i ∩ V∗⊥

id = 0. (64)

According to equations (61) and (64), subspaces V∗⊥

i and V∗⊥

id satisfy equation

V∗⊥

is = V∗⊥

i ⊕ V∗⊥

id . (65)

Step 2: V∗

is is a (A,B) invariant subspace included in V∗

i .

V∗

is is a (A,B) invariant subspace iff it satisfies equation

AV∗

is ⊂ V∗

is + B. (66)
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It is sufficient to prove that for each vector x ∈ V∗

is, equation

{

V∗⊥

is ∩ B⊥
}t

· Ax = 0 (67)

is satisfied.

Consider a subspace of
{

V∗⊥

is ∩ B⊥
}

. According to equation (65), a subspace basis is

the union of subspace basis
{

V∗⊥

i ∩ B⊥
}

and
{

V∗⊥

id ∩ B⊥
}

. Basis vectors of subspace

V∗⊥

i belonging to subspace B⊥ are identified thanks to the integer ni which satisfies

equation
{

ciA
(k−1)B = 0, k < ni,

ciA
(ni−1)B 6= 0.

(68)

This equation can be rewritten as equation

{

(ciA
(k−1))t ∈ B⊥, k < ni,

(ciA
(ni−1))t /∈ B⊥.

(69)

According to equations (53) and (69), subspace
{

V∗⊥

i ∩ B⊥
}

can be describes by the

following equation:

{

V∗⊥

i ∩ B⊥
}

= vect

{

(ci)
t
, . . . ,

(

ciA
ni−2

)t
}

. (70)

With the same manner, basis vectors of subspace V∗⊥

id belonging to subspace B⊥ are

identified thanks to the integer nid which satisfies equation

{

(ciA
−(k+1))t ∈ B⊥, k < nid,

(ciA
−(nid+1))t /∈ B⊥.

(71)

According to equations (54) and (71), a basis of subspace
{

V∗⊥

id ∩ B⊥
}

is described

by equation
{

V∗⊥

id ∩ B⊥
}

= vect
{

(ciA
−1

)
t, . . . , (ciA

−nid)
t
}

. (72)

Equations (70) and (72) allow to write a basis for subspace
{

V∗⊥

is ∩ B⊥
}

:

{

V∗⊥

is ∩ B⊥
}

= vect

{

(ci)
t, . . . , (ciA

ni−2
)
t
∣

∣

∣
(ciA

−1
)
t, . . . , (ciA

−nid)
t
}

. (73)

Let us prove that each vector x ∈ V∗

is satisfies equation (67). This equation can be

rewritten as equation

V∗

is = V∗

i ∩ V∗

id. (74)

It means that each vector x belonging to subspace V∗

is also belongs to V∗

i . It satisfies

equation

(V∗⊥

i )
t · x = 0. (75)

From equations (53) and (75), it comes that each vector x ∈ V∗

is satisfies equations



























cix = 0,

ciAx = 0,

.

.

.

ciA
(ni−1)x = 0.

(76)
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According to equation (74), if x belong to subspace V∗

is it also belongs to subspace

V∗

id, and satisfies equation

(V∗⊥

id )
t · x = 0. (77)

Thus, each vector x ∈ V∗

is satisfies equations


























ciA
−1x = 0,

ciA
−2x = 0,

.

.

.

ciA
−nidx = 0.

(78)

For each vector basis z belonging to subspace
{

V∗⊥

is ∩ B⊥
}

, expression ztAx is cal-

culated with x ∈ V∗

is. For each vector vk = (ciA
k)t, k = 0, . . . , (ni − 2), from equation

(76) it comes:

vt
kAx = 0, x ∈ V∗

is. (79)

For each vector wk = (ciA
−k)t, k = 1, . . . , nid, from equation (76) and (78) it comes

equation

wt
kAx = 0. (80)

Thus, each basis vector z belonging to subspace
{

V∗⊥

is ∩ B⊥
}

satisfies equation

ztAx = 0, x ∈ V∗

is. (81)

For each vector x ∈ V∗

is, it comes equation

{

V∗⊥

is ∩ B⊥
}t

· Ax = 0. (82)

Thus, V∗

is is a (A,B) invariant subspace and from equation (74) it can be concluded

that this subspace is included in subspace V∗

i .

Step 3: V∗

is = V∗

i stab.

Step 1 and Step 2 allow to prove that V∗

is satisfies the following properties:










V∗⊥

is = V∗⊥

i ⊕ V∗⊥

id ,

V∗

is is a (A,B) invariant subspace,

dim(V∗⊥

is ) = ni + nid.

(83)

If the row subsystem
∑

(ci, A, B) does not contain any strictly instable invariant zero,

it is possible to write equation

dim(V∗⊥

is ) = ni + C+
(ci, A, B). (84)

Then, subspace V∗

is satisfies equation

dim (V∗

is) = dim (V∗

i ) − C+
(ci, A, B). (85)

Equations (83) and (85) allow to conclude that subspace V∗

is satisfies the following

properties:










V∗

is is a (A,B) invariant subspace,

V∗

is ⊂ V∗

i ,

dim(V∗

is) = dim(V∗

i ) − C+(ci, A, B).

(86)

From equation (86) it follows the conclusion: if the row subsystem
∑

(ci, A, B) does

not contain any strictly instable invariant zero, subspace V∗

is is the greatest internally

stable (A,B) invariant subspace included in (ker ci). It is thus equal to subspace V∗

i stab.

�
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Abstract: The application of Boundary Value Methods to several classes of

Differential Equations requires the solution of large dimension and sparse lin-

ear systems having (block) quasi-Toeplitz coefficient matrices. This has natu-

rally suggested the use of Krylov subspace methods in combination with well

known preconditioners suitable for Toeplitz matrices. However, the behaviour

of such methods is closely related to the continuous problem (in the simplest

case the system to be solved depends on a complex parameter) and some as-

pects need to be carefully studied in order to determine the effectiveness of

these preconditioners and even their compatibility with some basic concepts

in this area. Considerations about the choice of an optimal preconditioner are

also presented.

Keywords: Circulant preconditioners; Toeplitz-like matrices; initial value problems;

linear multistep formulae; boundary value methods.
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1 Introduction

Boundary Value Methods (BVMs) are a relatively recent class of methods for the numeri-

cal treatment of a wide variety of differential equations (IVPs, BVPs, DAEs, PDEs) (see

for example [2, 3, 7, 10 –13, 17]). Their application transforms a continuous differential

problem of dimension m into a discrete one of dimension mn, represented by a system

of the form

(An ⊗ Im)Y − h(Bn ⊗ Im)F (Y ) = δ. (1)

*Work supported by MURST and GNIM.

c© 2001 Informath Publishing Group. All rights reserved. 59
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The matrices An, Bn are square of dimension n, δ is a known vector of length mn,

Im is the identity matrix of dimension m, Y = [y1, . . . ,yn]T is a block vector of length

mn whose components yi ∈ IRm
are approximations to the true solution at given mesh

points. The vector F (Y ) = [f(y1), . . . , f(yn)]T contains the evaluations over yi of a

function f : IRm → IRm
which is typically defined by the continuous problem, while

the step-length h depends on n and the time integration interval. For instance, choosing

δ = −a0 ⊗ Imy0 + hb0 ⊗ Imf(t0,y0) (a0 and b0 are vectors of length n), the system (1)

may be considered as the discrete counterpart of the IVP

{

y′
(t) = f(y), t ∈ [t0, t0 + T ],

y(t0) = y0,
(2)

where now h = T/n. By definition BVMs give to the matrices An and Bn a banded

quasi Toeplitz structure with bandwidth k independent of n. Applied to the problem (2)

they take the form

An =













































α
(1)
1 α

(1)
2 . . . α

(1)
k

.

.

.
.
.
.

.

.

.
.
.
.

α
(k1−1)
1 α

(k1−1)
2 . . . α

(k1−1)
k

α1 α2 . . . αk

α0 α1 . . . αk

. . .
. . .

. . .
. . .

α0 α1 . . . αk

α
(k1)
0 α

(k1)
1 . . . α

(k1)
k

.

.

.
.
.
.

.

.

.
.
.
.

α
(k−1)
0 α

(k−1)
1 . . . α

(k−1)
k













































n×n

,

Bn =













































β
(1)
1 β

(1)
2 . . . β

(1)
k

.

.

.
.
.
.

.

.

.
.
.
.

β
(k1−1)
1 β

(k1−1)
2 . . . β

(k1−1)
k

β1 β2 . . . βk

β0 β1 . . . βk

. . .
. . .

. . .
. . .

β0 β1 . . . βk

β
(k1)
0 β

(k1)
1 . . . β

(k1)
k

.

.

.
.
.
.

.

.

.
.
.
.

β
(k−1)
0 β

(k−1)
1 . . . β

(k−1)
k













































n×n

,

while a0 =
[

α
(1)
0 , α

(k1−1)
0 , α0, 0, . . . , 0

]

and b0 =
[

β
(1)
0 , β

(k1−1)
0 , β0, 0, . . . , 0

]

. The i-th

component of (1) is actually a k-step linear formula with k1 initial and k2 = k− k1 final
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conditions. Its coefficients αi, βi, i = 0, . . . , k are determined imposing that yi is an

approximation of order p to the true solution y(ti). In such a case p is also the order of

the BVM, and the local truncation error assumes the form

τ (h) ≡ AnŶ − hBnF (Ŷ ) + a0 ⊗ Imy0 − hb0 ⊗ Imf(t0,y0) = hp+1G(ξ), (3)

where Ŷ = [y(t1), . . . ,y(tn)]T is the vector of evaluations of the true solution y(t) of

(2) at the internal mesh times ti and G(ξ) = [c1y
(p+1)(ξ1), . . . , cny(p+1)(ξn)]T , with ci

the error constant of the i-th formula. The first k1 − 1 and the final k2 components of

(1) are called respectively initial and final methods, and they cause the loss of Toeplitz

structure which is instead conferred by the main method in the remaining rows. We

remark that similar arguments are also valid for the other class of evolutionary problems

to which BVMs have been applied.

The system (1) is nonlinear if f is so and its solution Y is therefore obtained as the

limit of a sequence of vectors Y k computed as solution of suitable linear systems. Here

we suppose to linearize (1) in a neighborhood of its solution according to a simplified

Newton iteration that gives rise to the scheme

(An ⊗ Im − hBn ⊗ Jk)
(

Y k+1 − Y k
)

= G(Y k
), (4)

where G(Y k) = δ − (An ⊗ Im)Y k + h(Bn ⊗ Im)F (Y k) and Jk is the Jacobian of f(y)

evaluated at a suitable component of the current vector Y k (in the simplest case Jk

is independent of k). We observe that a similar system as (4) is to be solved when

the continuous problem is linear and autonomous, namely f(y) = Jy + b. In this

paper we are interested in analysing the properties of some Krylov subspace methods

(see [14]) such as GMRES or BICGSTAB as applied to such linear systems subject to

preconditioning and hence, until the convergence of the procedure (4) will be considered,

it is reasonable to confine our analysis to linear problems only. The block quasi-Toeplitz

and banded structure of the matrix Mn = (An ⊗ Im − hBn ⊗ J), has suggested the use

of preconditioners that normally work well when applied to Toeplitz or block Toeplitz

matrices. In [8] the authors compare the efficiency of some preconditioning techniques

showing, on the basis of their experiments, that good results, in terms of computational

complexity, is achieved considering the block circulant preconditioner Sn = CA
n ⊗ Im −

hCB
n ⊗ J , where CA

n and CB
n are the Strang circulant preconditioners generated by the

main method [15]:

CA
n =













































αk1
. . . αk α0 . . . αk1−1

.

.

.
. . .

. . .
. . .

.

.

.

α1
. . .

. . . α0

. . .
. . .

. . .

. . .
. . .

. . .

. . .
. . .

. . .

αk
. . .

. . . αk−1

.

.

.
. . .

. . .
. . .

.

.

.

αk1+1 . . . αk α0 . . . αk1













































n×n

,
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and analogously for CB
n , with βi instead of αi (for simplicity, Sn will also be referred to

as the Strang preconditioner).

For a convergent BVM (p ≥ 1), one has from (3),

k
∑

i=0

αi = 0 and hence CA
n e = 0,

with e = [1, . . . , 1]T . It follows that CA
n is singular for all values of n and this causes the

singularity of the preconditioner Sn when det(J) = 0. Indeed, if x ∈ IRm −{0} is such

that Jx = 0, one also has SnX = 0, with X = e ⊗ x. It is not difficult to realize that

this fact produces undesirable effects also when det(J) ≃ 0 due to a bad conditioning

of the matrix Sn. Despite the good behaviour presented in [8] (which has favourably

impressed the present authors), other elements must be considered that show how the

use of Sn as preconditioner of Mn could be unappropriate in several cases. A comparison

of preconditioners in terms of their conditioning is in our case indispensable but not new

(see for example [16]); in [5, 6] the present problem is outlined and solved by P-circulant

preconditioners.

In Sections 2 and 3 we weigh up in more details the pros and cons of this strategy and

propose (Section 4) a modification in Sn that prevents a number of drawbacks. Lately

(Section 5), we also introduce a modification in the method itself that allow to the Strang

preconditioner to work well when det(J) = 0. The properties of all these preconditioners

are analysed to show their effectiveness.

2 Circulant Preconditioners for BVMs

As seen for the Strang preconditioner, in general a circulant matrix is a Toeplitz matrix

(that is its entries are constant along diagonals) for which the last entry in each row is the

first one in the subsequent row. Multiplication of a circulant matrix of dimension n by

a vector requires only O(n log(n)) arithmetic operations if the Fast Fourier Transform

(FFT) is performed. A circulant matrix C is in fact similar to a diagonal matrix D via

a Fourier transformation matrix V . More precisely we have C = V DV H , where the

diagonal matrix D = diag (d1, . . . , dn) contains the eigenvalues of C and the Fourier

matrix V = {vjk} has elements (i is the imaginary unit):

vjk =
1
√

n
e

2πi

n
jk, j, k = 0, . . . , n − 1. (5)

A consequence of (5) is that

‖C‖ = max
j

|dj |, ‖C−1‖ =
1

min
j

|dj |
and µ(C) =

max
j

|dj |

min
j

|dj |
,

where here and in the rest of the paper ‖·‖ will denote the 2-norm and µ(C) = ‖C‖ ‖C−1‖
is the conditioning number (in 2-norm) of C. Concerning the basic properties of circulant

matrices that we will exploit during our discussion, we refer to [9].

To account for the choice of Sn as preconditioner of the matrix Mn, it is sufficient to

observe that the preconditioned matrix Pn may be recast as

Pn ≡ S−1
n Mn = Inm + S−1

n En,
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with En = Mn − Sn. Since the rank of En is at most km, it follows that, for n large,

most of the eigenvalues of Pn coincide with 1, which allows fast convergence of iterative

methods like GMRES or BICGSTAB. However the other eigenvalues of Pn also play a

role that cannot be neglected. For example, it is not possible to bound them inside a finite

region of the complex plane independently of the function f , a circumstance that may

be critical when dealing with some classes of problems. To go into the question we will

consider, here and in the rest of the paper, a class of BVMs called Generalized Backward

Differentiation Formulae (GBDFs) over which a test problem will be performed and

mathematical results will be derived. In passing, we emphasize that similar considerations

may be easily extended to other classes of methods. The k-step GBDF is defined by

choosing Bn as the identity matrix In, b0 ≡ e1 = (1, 0, . . . , 0)T , the index k1 = ν
according to the formula

ν =

{

(k + 2)/2, for even k,

(k + 1)/2, for odd k,
(6)

and all the coefficients αi in order that the formula has the highest possible order p = k.

As test problem we consider the linear pendulum system

y′
=

(

0 1

−ω2 0

)

y (7)

in the time interval [0, 2π] and study the numerical solution obtained by the order 5

GBDF for different values of the frequency ω/(2π) and dimension n = 100 (the stepsize

is therefore h = 2π/100).

The behaviour of this simple problem is also typical of more general dynamical systems

in a neighborhood of marginally stable equilibrium points or even in a small time interval

during which an equilibrium point loses or acquires stability due to the occurrence of a

Hopf bifurcation.

The linear system originated by the BVM is solved by the GMRES routine of MAT-

LAB using 10−12 as control of the relative residual and the Strang preconditioner Sn as

input parameter. To state the inefficiency of Sn for small values of |h det(J)|, we set

ω = 10−m, m = 1, 2, . . . , 8 and consider, for each value of the frequency, the number of

iterations needed to get the numerical solution; this in fact is proportional to the overall

cost of the algorithm (numbers of floating point operations).

Figure 2.1 shows an unexpected increase of the computational cost while ω decreases

(the smaller the frequency the easier the numerical treatment of the problem should be).

The reason of that may be understood looking at the three columns of Table 2.1 that

report the conditioning numbers (in 2-norm) of the matrices Mn, Sn and Pn. It is seen

that while the conditioning of the GBDF formula (the matrix Mn) stays constant inde-

pendently of ω, the same is not true for the Strang preconditioner Sn and consequently

for the preconditioned matrix Pn. They are indeed proportional to 1/ω2 and as ω de-

creases, the use of finite precision arithmetic causes a drop in the convergence properties

of GMRES and a loss of accuracy in the results. For instance the error is 1.5 · 10−12 at

ω = 10−1 and 5.7 · 10−1 at ω = 10−8. Such problems also occur fixing a small value for

ω and decreasing the stepsize h = 2π/n. In such a case the global error should decrease

as O(hp) but once again, since µ(Sn) is proportional to n, loss of accuracy is experienced.

A modified Strang preconditioner S̄n, to be defined in the sequel, has also been used

with the same set of parameters. The fifth and sixth columns of Table 2.1 tell us that
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Figure 2.1. Computational cost of GMRES applied to problem (7).

the conditioning of S̄n and P̄n ≡ S̄−1
n Mn is comparable to that of Mn and what’s more,

they are independent of ω which make S̄n suitable for small values of the frequency. A

different but more appealing approach consists in modifying the GBDF formula via a

similarity transformation (see Section 5). The new matrix ̂Mn generates a nonsingular

circulant matrix ̂Sn even if h det(J) = 0. Figure 2.1 and the conditioning of ̂Mn, ̂Sn

and ̂Pn ≡ ̂S−1
n
̂Mn in Table 2.1 prove the good behaviour of this technique.

Table 2.1. Comparison of conditioning numbers
of the matrices Mn, Sn, Pn, S̄n, P̄n, ̂Mn, ̂Sn, ̂Pn.

ω µ(Mn) µ(Sn) µ(Pn) µ(S̄n) µ(P̄n) µ(̂Mn) µ(̂Sn) µ( ̂Pn)

10−1 3.3 · 103 2.6 · 103 4.3 · 105 7.6 · 102 1.2 · 105 1.7 · 103 7.6 · 102 6.2 · 104

5 · 10−2 3.4 · 103 2.6 · 104 4.5 · 106 1.0 · 103 1.7 · 105 1.8 · 103 1.0 · 103 8.9 · 104

10−2 3.4 · 103 2.6 · 105 4.5 · 107 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−3 3.4 · 103 2.6 · 106 4.5 · 108 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−3 3.4 · 103 2.6 · 107 4.5 · 109 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−4 3.4 · 103 2.6 · 108 4.5 · 1010 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−4 3.4 · 103 2.6 · 109 4.5 · 1011 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−5 3.4 · 103 2.6 · 1010 4.5 · 1012 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−5 3.4 · 103 2.6 · 1011 4.5 · 1013 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−6 3.4 · 103 2.6 · 1012 4.5 · 1014 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−6 3.4 · 103 2.6 · 1013 4.5 · 1015 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−7 3.4 · 103 2.6 · 1014 4.5 · 1016 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−7 3.4 · 103 2.5 · 1015 4.3 · 1017 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

5 · 10−8 3.4 · 103 1.6 · 1017 1.5 · 1019 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104

10−8 3.4 · 103 1.8 · 1016 1.5 · 1021 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
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In the next section the dependence of the conditioning of Pn on both the problem and

the dimension n is analysed. It is custom in numerical analysis, to carry out the study

of the discrete problem as applied to the scalar test equation

y′
= λy, λ ∈ IC. (8)

This approach reduces the complexity of calculus and may be easily generalized to the

vector case in many cases of interest (for example when the system has a complete set

of eigenfunctions).

3 Preconditioning and Conditioning

The discrete problem corresponding to (8) has dimension n and is now defined for the

GBDFs by the matrix Mn = An − hλIn, with h = T/n. From the arbitrariness of λ, it

follows that it is not a restriction to consider T = 1.

Of particular interest in the following is the main method of the GBDF, defined by

the polynomial pair (ρ, σ):

ρ(z) =

k
∑

j=0

αjz
j, σ(z) = zν.

A link between the method and the algebraic properties of the preconditioner is in

the function g(z) = ρ(z)/σ(z) which generates the boundary locus of the former when

evaluated at z = eiθ, θ ∈ [0, 2π] (i is the imaginary unit), and represents the symbol of

the latter apart from a translation of size −λ/n in the complex plane. Figure 3.1 reports

the boundary loci of the main method of GBDFs up to the order 7. These curves also

approximate the boundaries of the A-stability regions of the methods when n is large

and state that GBDFs are indeed A-stable methods.

A necessary condition for A-stability is that all the eigenvalues of the matrix Mn have

positive real part, when λ ∈ IC−
, where IC−

is the left half of the complex plane. It

follows that the solution of the equivalent method identified by the matrix Pn = S−1
n Mn

will retain all the stability properties of the original one if none of the eigenvalues of

Sn lies in IC−
when λ ∈ IC−

. However the eigenvalues of the circulant matrix Sn are

g(e(2πi/n)j)+λ/n, j = 0, . . . , n−1, and since Re(g(eiθ)) ≥ 0 they actually have nonneg-

ative real part. Unfortunately the matrix Sn has d1 = λ/n as eigenvalue of minimum

real part and consequently d1 = 0 if λ = 0. Taking into account that the conditioning

number of a circulant matrix is the ratio between the maximum and minimum modulus

of its eigenvalues, it follows that µ(Sn) behaves at least as O(n/λ). This means that,

although both µ(Mn) and µ(Sn) are proportional to their dimension n, the latter cannot

be bounded from below by a quantity independent of the problem: despite Mn, the pre-

conditioner Sn may become ill conditioned if λ ≃ 0. In Figure 3.2, the location of the

eigenvalues of Mn and Sn is displayed for n = 80, λ = −1 and order p = 5. We see that

all the eigenvalues of Mn (except two) are inside the region delimited by the boundary

locus and away from zero (see [4] for a characterization of the asymptotic spectra of

banded quasi-Toeplitz matrices), whereas the eigenvalues of Sn place themselves on the

boundary locus which in turn passes near zero for small values of λ/n.
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Figure 3.1. Boundary loci of the main formulae of GBDFs up to the order 7.

Figure 3.2. Eigenvalues of Mn and Sn of the order 5 GBDF.
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From the relation

µ(Sn) = µ(MnM−1
n Sn) = µ(MnP−1

n ) ≤ µ(Mn)µ(Pn)

it follows that µ(Pn) ≥ µ(Sn)/µ(Mn) and the same considerations hold true for the pre-

conditioned matrix Pn. As seen above for the pendulum problem, the possible dangerous

effects of that, are the loss of accuracy in the numerical computation and the weakening

of the convergence properties of the iteration procedure used to determine the solution

of the linear system.

As concerns nonlinear dynamical systems, the overall integration interval is usually

partitioned into adjacent subintervals in each of which a scheme of the form (4), based

on the Newton method, is performed to get the solution. It is then clear that analogous

problems may be encountered in the convergence properties of (4) when det(Jk) ≃ 0

and Sn is used as preconditioner.

For the sake of simplicity, we shall suppose in the following λ ∈ (−ǫ, 0], ǫ > 0. The

restriction to the real case makes the calculation easier and, using a continuity argument,

it describes as well the behaviour of the complex problem in a neighborhood of zero, which

is the primary objective of the present analysis. In the rest of the paper the matrix Mn

will therefore assume the expression

Mn = An +
|λ|

n
In, (9)

and since CB
n = In, to simplify the notation Cn will stand for CA

n .

4 A Modified Strang Preconditioner

We focus now our attention to the conditioning of the preconditioned matrix Pn =

S−1
n Mn. The final purpose is to introduce a family of preconditioners depending on a

real parameter γ in order that for the new preconditoned matrix P̄n(γ) the inequality

µ(P̄n(γ)) ≤ cµ(Mn) (10)

may hold true with the constant c ≥ 1 independent of n and of moderate size. To begin,

we introduce the family of preconditioners

Sn(γ) = Cn + γ/nIn,

and the associated preconditioned matrices

Pn(γ) = (Sn(γ)
−1

)Mn,

which will be related later on to the family P̄n(γ).

Lemma 4.1 For the main method (ρ, σ) of a GBDF of order p ≥ 1, the functions
ϕ(θ) = Re(g(eiθ)) and ξ(θ) = Im(g(eiθ)) satisfy:

(a) ϕ(θ) =

{

O(θp+2), if p is even,

O(θp+1), if p is odd;

(b) ξ(θ) =

{

θ + O(θp+1), if p is even,

θ + O(θp+2), if p is odd.
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Proof The order conditions for the main method of a p order GBDF are:

k
∑

j=0

jsαj = sνs−1, s = 0, . . . , p, (11)

where ν is as in (6). For s = 0, 1, . . . , define the quantities

cs =

k
∑

j=0

(j − ν)
sαj .

The p + 1 independent conditions (11) are seen to be equivalent to the following ones:

c0 = 0, c1 = 1, cs = 0, s = 2, . . . , p. (12)

Indeed, by direct comparison, c0 = 0 and c1 = 1 are equivalent to (11) for s = 0, 1.

Consider now s ∈ {2, . . . , p}. We have

cs =

k
∑

j=0

(j − ν)
sαj =

k
∑

j=0

αj

s
∑

t=0

(−1)
s−t

(

s

t

)

jtνs−t
=

s
∑

t=0

(−1)
s−tνs−t

(

s

t

) k
∑

j=0

jtαj

=

s
∑

t=0

(−1)
s−tνs−t

(

s

t

)

tνt−1
=

s
∑

t=0

(−1)
s−t

(

s

t

)

tνs−1
= νs−1

s
∑

t=1

(−1)
s−t

(

s

t

)

t.

Exploiting the equality
(

s

t

)

t =

(

s − 1

t − 1

)

s,

it follows that

cs = sνs−1
s
∑

t=1

(−1)
s−t

(

s − 1

t − 1

)

= sνs−1
s
∑

t=0

(−1)
s−t−1

(

s − 1

t

)

= sνs−1
(1 − 1)

s−1
= 0.

The assertion follows considering that the Taylor expansion of ϕ(θ) and ξ(θ) in a

neighborhood of zero are respectively

ϕ(θ) =

k
∑

j=0

αj cos(j − ν)θ =

k
∑

j=0

αj

∞
∑

n=0

(−1)
n (j − ν)2n

(2n)!
θ2n

=

∞
∑

n=0

(−1)n

(2n)!
c2nθ2n,

and

ξ(θ) =

k
∑

j=0

αj sin(j − ν)θ =

∞
∑

n=0

(−1)n

(2n + 1)!
c2n+1θ

2n+1.
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Figure 4.1. Error in the estimation (14) (left), and a plot of the function R(γ) (right).

Lemma 4.2 Consider the family of circulant matrices Sn(γ) = Cn + γ/nIn, with γ
a positive parameter and denote by dj the eigenvalues of Sn(γ) defined as

dj =
γ

n
+ g
(

e
2πi

n
j
)

, j = 0, . . . , n − 1. (13)

For n sufficiently large, the following estimation holds true:

1

n2

n
∑

j=0

1

|dj |2
≃

i

2πγ

[

Ψ

(

−
i

2π
γ

)

− Ψ

(

i

2π
γ

)]

−
1

γ2
, (14)

where Ψ is the digamma function (i is the imaginary unit).

Proof The increase of the dimension n reduces the shift of the boundary locus of the

method (ρ, σ) of a term γ/n and, as Figures 3.1, 3.2 and formula (13) suggest, gives rise

to the accumulation of a number of eigenvalues, proportional to n, into a neighborhood

of the origin. All of these eigenvalues (say ±di, i = 1, . . . , c(n), by the symmetry of the

distribution), will provide the significative contribution to the sum in the left hand side

of (14) and therefore neglecting the remaining terms will not produce a consistent error.

The neighborhood may be chosen so that in the expressions (a) and (b) of Lemma 4.1

we can also neglect the higher order terms. Under these assumptions we have

n
∑

j=0

1

|dj |2
=

n
∑

j=0

1
(

γ
n + ϕ

(

2π
n j
))2

+ ξ2
(

2π
n j
)

≃ 2

c(n)
∑

j=0

1
(

γ
n

)2
+
(

2π
n

)2
j2

−
n2

γ2
≤ 2n2

∞
∑

j=0

1

γ2 +
(

2π
)2

j2
−

n2

γ2
.

(15)

The assertion follows noting that the last series converges to half the first term in the

right hand side of (14).

To check for the reliability of the estimation (14) we report in Figure 4.1 the relative

error of the computed values that the expressions in its left and right hand side assume

in a wide range of values of γ of interest.

A plot of the function

R(γ) ≡

(

i

2πγ

[

Ψ

(

−
i

2π
γ

)

− Ψ

(

i

2π
γ

)]

−
1

γ2

)1/2
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Figure 4.2. Structures of the error matrix En (left) and of a matrix Q ∈ H (right).

is also reported. This function is strictly decreasing for γ ≥ 0 and its range is (0,∞);

furthermore the principal part in its Laurent expansion is 1/γ. It will be used in the

sequel to obtain the main result of this approach.

In the proof of the main result, expressed by Theorem 4.1, the structure of the error

matrix En = An − Cn plays an important role. For a GBDF of order p, En has rank p
and its nonzero elements are located in the four corners as sketched in Figure 4.2 for the

case p = 6 and n = 20. It is easy to realize that the 2-norm of En remains constant for

n ≥ 2p + 1; such constant has been computed and reported in Table 4.1 for the GBDFs

up to the order 9. Multiplication of a square matrix Wn of dimension n by En satisfies

the property WnEn = W ∗

nEn, where W ∗

n has all zero columns apart from the first ν and

the last p − ν ones that agree with those of Wn. The asterisk upon a generic square

matrix will assume hereafter the same meaning as for W ∗

n .

Table 4.1. Norm of the matrix En for p = 1, . . . , 9 and n ≥ 2p + 1.

p 1 2 3 4 5 6 7 8 9

‖En‖ 1 2.62 2.90 4.17 7.59 11.69 19.76 32.51 55.55

For reasons that will be clear in the sequel, we are interested in investigating some

properties of the set of square matrices of dimension n

H =
{

Q | Q = I + W, W has zero columns except the first r and the last s ones
}

,

defined by the integers r and s, r + s ≤ n. A picture of how an element of H looks like

is in Figure 4.2 in the case n = 20, r = 5, s = 6. It is easy to verify that the product

of two matrices in H belongs to H. This also holds true for the inverse, as the following

lemma states.

Lemma 4.3 The inverse of a nonsingular matrix Q ∈ H belongs to H.

Proof We refer to the partition of Q by means of the blocks Qij given in Figure 4.2

(to simplify the notation subscripts describing the dimension of the blocks have been
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omitted), and consider a matrix H ∈ H:

Q =





Q11 0 Q12

Q21 I Q22

Q31 0 Q32





n×n

, H =





H11 0 H12

H21 I H22

H31 0 H32





n×n

.

The condition QH = I is expressed in terms of the blocks Qij and Hij by means of

the following six equations:















































Q11H11 + Q12H31 = I,

Q11H12 + Q12H32 = 0,

Q21H11 + H21 + Q22H31 = 0,

Q21H12 + H22 + Q22H32 = 0,

Q31H11 + Q32H31 = 0,

Q31H12 + Q32H32 = I.

(16)

The first two and the last two equations may be recast as Q̃H̃ = I, where

Q̃ =

(

Q11 Q12

Q31 Q32

)

, and H̃ =

(

H11 H12

H31 H32

)

.

Since det(Q̃) = det(Q), from the invertibility of Q we conclude that the blocks H11,

H12, H31 and H32 are uniquely determined from the relation H̃ = Q̃−1. The remaining

blocks H21 and H22, come from the third and the fourth equations in (16).

We recall (see for example [7]) that a polynomial p(z) =

k
∑

j=0

zk is of type (s, u, l) (s, u

and l are integers such that k = s + u + l), if it has s zeros with modulus smaller than

1, u zeros with unit modulus and l zeros with modulus larger than 1.

Lemma 4.4 Consider the matrix Mn = An + |λ|/nIn. Constants η > 0 and 0 <
ζ < 1 independent of n and λ exist such that the following two statements hold true:

(a) The matrix |M−1
n |, whose entries are the absolute values of the corresponding

ones in M−1
n satisfies the componentwise bound

|M−1
n | ≤ η(In + Ωn + ∆

T
n ), (17)

where

Ωn =













0 0 . . . 0

1 0
.

.

.

.

.

.

.

.

.

.

.

.

.

.

. 0

1
.

.

. 1 0













n×n

, ∆n =















0 0 . . . 0

ζ 0
.

.

.

.

.

.

.

.

.

.

.

.

.

.

. 0

ζn−1 .

.

. ζ 0















n×n

;

(b) ‖M−1
n ‖∞, ‖M−1

n ‖1, ‖M
−1
n ‖ ≤ ηn.
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Proof (a). The starting point is Theorem 4 in [1] which states the analogous result

for Toeplitz matrices. More explicitly, let Tn be the Toeplitz matrix with associated

symbol g(z) + |λ|/n. From A-stability of GBDFs, its characteristic polynomial p(z) =

zν(g(z) + |λ|/m) (of degree k), turns out to be of type (ν, 0, k − ν) for |λ| 6= 0 and of

type (ν − 1, 1, k − ν) if |λ| = 0. As a result of the above mentioned theorem, a bound,

uniform with respect to λ, of the form (17) holds true for Tn, and is attained at λ = 0.

The residual matrix Rn = Mn−Tn differs from the zero matrix in the (ν−1)×p upper

left block and in the (p−ν)× (p+1) lower right one. In terms of Tn and Rn, the matrix

M−1
n is recast as

M−1
n = (In + T−1

n Rn)
−1T−1

n . (18)

The matrix Qn ≡ (In + T−1
n Rn) belongs to H; using Lemma 4.3, we have also that

Hn ≡ (In + T−1
n Rn)−1 ∈ H. Hence, considering (18), the assertion will follow if we

prove that the entries of Hn are bounded with respect to n and λ. This is true for the

matrix Qn, as a direct consequence of its definition. As concerns Hn, we will see this

in the simpler case Q12 = 0; this does not represent a loss of generality since actually

Q12 = O(σn) for some σ ∈ (0, 1) (the elements of Q12 are in fact combinations of

entries of the upper right corresponding block in T−1
n ) and a continuity argument may

be considered. Exploiting the results presented in [1], it is possible to deduce that the

blocks Q11, Q31 and Q32 essentially remain the same independently of the dimension

n (actually they are exponentially convergent as n tends to infinity). Consequently the

blocks H11 = Q−1
11 , H12 = 0, H32 = Q−1

32 and H31 = −Q−1
32 Q31Q

−1
11 also have bounded

coefficients. Finally, equations three and four in (16) lead to the same conclusions for

the coefficients in the blocks H21 and H22.

(b). The bound of the norm of the inverse of Mn is a consequence of (17):

‖M−1
n ‖∞ = ‖ |M−1

n | ‖∞ ≤ ηn,

‖M−1
n ‖1 = ‖ |M−1

n | ‖1 ≤ ηn,

‖M−1
n ‖ ≤

√

‖M−1
n ‖∞‖M−1

n ‖1 ≤ ηn.

A consequence of this lemma is that, as mentioned in Section 3, the matrix Mn is

weakly well conditioned, uniformly with respect to λ, that is µ(Mn) ≤ cn, with c > 0

independent of n and λ. This is in general not the case when the Strang preconditioner

is used, unless some adjustment is introduced. The following theorem, that reports the

main result, is in this direction.

Theorem 4.1 The conditioning of the preconditioned matrix Pn(γ) = Sn(γ)−1Mn,
with Sn(γ) = Cn + γ/nIn, satisfies:

µ(Pn(γ)) ≤ p2η‖En‖
2 R(γ)n, (19)

where η is a positive constant independent of n and γ.

Proof An upper bound for the quantities ‖Sn(γ)−1Mn‖ and ‖M−1
n Sn(γ)‖ is derived

in the two following steps.

Step 1. From

Sn(γ)
−1Mn = Sn(γ)

−1

(

Sn(γ)+En +
|λ| − γ

n
In

)

= Sn(γ)
−1En + In +

|λ| − γ

n
Sn(γ)

−1,
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we deduce

‖Sn(γ)
−1Mn‖ ≤ ‖Sn(γ)

−1En‖ +

∥

∥

∥

∥

In +
|λ| − γ

n
Sn(γ)

−1

∥

∥

∥

∥

.

We separately analyse the two terms in the right hand side. Introducing the decom-

position Cn = VnDnV H
n in the first one yields

‖Sn(γ)
−1En‖ ≤ ‖(Cn +

γ
n In)

−1En‖ = ‖Vn(Dn +
γ
n In)

−1V H
n En‖

= ‖(Dn +
γ
n In)

−1
(V H

n )
∗En‖ ≤ ‖En‖ ‖(Dn +

γ
n In)

−1
(V H

n )
∗‖

= ‖En‖ max
‖y‖=1

‖(Dn +
γ
n In)

−1
(V H

n )
∗y‖

= ‖En‖ max
‖y‖=1

‖y1z1 + · · · + yνzν + yn−p+ν+1zn−p+ν+1 + · · · + ynzn‖

≤ p‖En‖ max{‖z1‖, . . . , ‖zν‖, ‖zn−p+ν+1‖, . . . , ‖zn‖},

where, zi, i ∈ {1, . . . , ν, n − p + ν + 1, . . . , n} are the nonzero columns of (Dn +
γ
n In)−1(V H

n )∗. From (5) we deduce that these columns have constant norm

‖zi‖ =
1
√

n

(

n
∑

j=0

1

|dj |2

)1/2

.

Hence Lemma 4.2 leads to

‖Sn(γ)
−1En‖ ≤ p‖En‖R(γ)

√
n.

For the second term we have

∥

∥

∥

∥

In +
|λ| − γ

n
Sn(γ)

−1

∥

∥

∥

∥

≤ 1 +
||λ| − γ|

n
‖Sn(γ)

−1‖ = 1 +
||λ| − γ|

γ
. (20)

Since this term is bounded with respect to n, and γ is a fixed positive constant, for

large n we can assume

‖Sn(γ)
−1Mn‖ ≤ p‖En‖R(γ)

√
n. (21)

Step 2. Observe that

M−1
n Sn(γ) = −M−1

n En + In +
γ − |λ|

n
M−1

n ,

and consequently

‖M−1
n Sn(γ)‖ ≤ ‖M−1

n En‖ +

∥

∥

∥

∥

In +
γ − |λ|

n
M−1

n

∥

∥

∥

∥

. (22)

Proceeding analogously as in step 1, we obtain

‖M−1
n En‖ = ‖(M−1

n )
∗En‖ ≤ ‖(M−1

n )
∗‖ ‖En‖

≤ ‖En‖ max{‖w1‖, . . . , ‖wν‖, ‖wn−p+ν+1‖, . . . , ‖wn‖},
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where now wi are the non-null columns of (M−1
n )∗. Exploiting point (a) of Lemma 4.4,

we deduce that

‖M−1
n En‖ ≤ pη‖En‖

√
n.

Point (b) of Lemma 4.4 is invoked to state that

∥

∥

∥

∥

In +
γ − |λ|

n
M−1

n

∥

∥

∥

∥

≤ 1 + |γ − |λ||η, (23)

thus for large n we can write

‖M−1
n Sn(γ)‖ ≤ pη‖En‖

√
n. (24)

The bound (19) is finally derived by combining formulae (21) and (24).

Two applications of this result are now discussed in points A1 and A2; they may be

considered as corollaries of Theorem 4.1 corresponding to two different choices of the

parameter γ.

A1. The Strang preconditioner is obtained choosing γ = |λ| and the associated pre-

conditioned matrix Pn, defined in Section 2, is consequently Pn = Pn(|λ|) (ob-

serve that in this case the bounds (20) and (23) become independent of γ and η).

Considering (19) and the behaviour of the function R(|λ|) we conclude that this

preconditioner performs well when |λ| is far off zero. On the contrary, for small

values of |λ| we have R(|λ|) ≃ 1/|λ| and the right hand side of (19) reduces to

O(1/|λ|) showing that, as actually happens in the applications, the conditioning

of Pn may arbitrarily increase.

A2. Consider now the family of preconditioners S̄n(γ) = Sn(|λ| + γ), γ ≥ 0; the

corresponding preconditioned matrices are P̄n(γ) = Pn(|λ|+ γ). The choice γ =

0 leads back to the case reported in A1. We are rather interested in comparing

the conditioning numbers of the two matrices P̄n(γ) and Mn and in particular to

solve the inequality (10) which, considering (19) is certainly fulfilled for all values

of γ that satisfy

R(γ + |λ|) ≤
c

p2η‖En‖2

µ(Mn)

n
. (25)

Taking into account that µ(Mn) = O(n) and that R(γ) strictly decreases to

zero as γ tends to infinity, we see that (25) has solutions γ ∈ [γ̄(c, |λ|),∞) for

some γ̄(c, |λ|) > 0.

The approach presented in A2 proves that a control of the conditioning during the

preconditioning procedure is in principle possible, but two question about the setting up

of the technique must be addressed:

(i) the dependence of γ̄(c, |λ|) on |λ| should be removed because for more general

problems of the form (4), it requires information about the location of the eigen-

values of J ;

(ii) the determination of γ̄(c, |λ|) is impracticable, unless the quantities η and

µ(Mn)/n are estimated in some way.
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The problem pointed out in (i) is easily overcome restricting the analysis to the case

λ = 0 and extending, by continuity, the results to the interval |λ| ∈ (−ǫ, 0) for some

positive ǫ sufficiently small. As seen above, the choice of the Strang preconditioner

represents the worst possible case when the conditioning of the problem is considered.

Of particular interest is therefore the number γ∗(c) = γ̄(c, 0), which is the solution of

the equation

R(γ) =
c

p2η‖En‖2

µ(An)

n
. (26)

The question raised in point (ii) is conveniently solved as follows. Instead of searching

approximations of η and µ(Mn)/n, we go back to step 2 of Theorem 4.1. From (22),

where now Mn = An, we can assume

‖A−1
n Sn(γ)‖ ≤ ‖A−1

n En‖,

and therefore, without going into the inspection of this last term, we can simply conclude

that

µ(Pn(γ)) ≤ p‖En‖R(γ)‖A−1
n En‖n.

Now observe that the quantity

χ(p) =

√
n‖A−1

n En‖

µ(An)
, (27)

only depends on the particular GBDF used (namely on p) and therefore may be estimated

and tabulated (see Table 4.2).

Table 4.2. Values of χ(p) for p = 1, . . . , 9.

p 1 2 3 4 5 6 7 8 9

χ(p) ≃ 0.79 2.3 1.7 2.4 1.8 2.8 1.3 1.4 0.50

On the basis of these considerations, equation (26) may be replaced by the following

one

R(γ) =
c

pχ(p)‖En‖
, (28)

where now all the quantities displayed in the right hand side are available. It is useful to

notice that γ∗(c), as solution of (28), turns out to be decreasing with respect to c (see

also Figure 4.1).

The numbers c and γ∗(c), which are in a one to one correspondence, are related re-

spectively to conditioning and preconditioning properties of our problem and a pertinent

question is what the best choice of c (or equivalently γ∗(c)) should be, namely how to

define our optimal preconditioner.

If the preconditioner S̄n(γ) is demanded to optimize the clustering rate of the eigen-

values of the preconditioned matrix P̄n(γ), then γ∗(c) = 0 (the Strang preconditioner)

would be the best choice because P̄n(0) has almost all of its eigenvalues exactly centered

in 1. However γ∗(c) = 0, gives also c = ∞ and the control of the conditioning over the

preconditioned matrix is completely loss.

On the other hand, from the point of view of the conditioning, the best choice would

be c = 1, because if so, the conditioning of the preconditioned system would not become
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worse than that of the original one. In such a case however the cluster around 1 becomes

wide and a slowing down in the convergence speed is noticed.

However if, as it should be, the optimality is linked to the property of the precon-

ditioner of minimizing the algorithm cost, we deduce that we cannot define optimal

neither the Strang preconditioner nor the preconditioner S̄(γ∗(1)); the best choice is

rather obtained for an intermediate value of γ ∈ (0, γ∗(1)). We experienced that choos-

ing c = 10j, with small value of the integer j, provides the right compromise. In the

example of Section 2 for example we chose γ∗(c) = 1 and, considering Tables 4.1 and 4.2,

the corresponding value of c is

c = 5 · χ(5) · R(1) · 7.59 ≃ 71,

which is the maximum amplification factor of µ(Mn) for small values of the eigenvalues.

Indeed from Table 2.1, we get

µ(Mn) ≃ 3.4 · 10
3, c · µ(Mn) ≃ 2.4 · 10

5, µ(P̄n) = 1.8 · 10
5,

in agreement with the obtained results of the test problem in Section 2.

5 The Strang Preconditioner on a Modified GBDF

The ill conditioning of the Strang preconditioner for λ = 0, is generated by the consis-

tency condition

k
∑

i=0

αi = 0. In the previous section we overcame the problem introducing

a modification in the preconditioner. An alternative is to modify the coefficients that

define the method. In details we consider hereafter the approach used in [10] to deduce

the global contractivity of GBDFs. In that paper, the authors proved that

min
−π≤θ<π

Re

(

ρ(e
1

n
+iθ)

σ(e
1

n
+iθ)

)

≥
s

n
, (29)

with s a positive constant independent of n (see Lemma 1.2 and Theorem 5.1). The

modified symbol ĝ(z) = g(e1/nz) is generated by the matrix ̂An defined by a similarity

transformation of An:

̂An = LnAn(Ln)
−1, Ln =











e−
1

n

e−
2

n

. . .

e−1











n×n

.

In details, the matrix Ln operates as follows: the original linear system (4) for a GBDF

(Bn = In), is equivalent to

(Ln⊗Im)(An⊗Im−hIn⊗J)(Ln⊗Im)
−1

(Ln⊗Im)(Y k+1−Y k
) = (Ln⊗Im)G(Y k

). (30)

Introducing the change of variables Zk = (Ln ⊗ Im)Y k, and considering that

(Ln ⊗ Im)(An ⊗ Im)(Ln ⊗ Im)
−1

= (LnAn(Ln)
−1

) ⊗ Im = ̂A ⊗ Im
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and

(Ln ⊗ Im)(In ⊗ J)(Ln ⊗ Im)
−1

= (LnIn(Ln)
−1

) ⊗ J = In ⊗ J,

the equation (30) becomes

( ̂An ⊗ Im − hIn ⊗ Im)(Zk+1 − Zk
) = (Ln ⊗ Im)G((Ln ⊗ Im)

−1Zk
).

The matrix ̂Mn ≡ ( ̂An ⊗ Im − hIn ⊗ Im) is therefore similar to Mn via the similarity

transformation (Ln ⊗ Im). Taking into account that µ(Ln) < e, the conditioning of

̂Mn is close to that of Mn. However, contrary to what happens for Mn, the Strang

circulant preconditioner ̂Sn associated to ̂Mn preserves a good conditioning. The lower

bound (29) states in fact that even if h det (J) = 0, ̂Sn is nonsingular and weakly

well conditioned. As for the modified Strang preconditioner, we are now interested in

studying the conditioning of the preconditioned matrix ̂Pn = ̂S−1
n
̂Mn in the scalar case

(J = −|λ|). The novelty that will make µ( ̂Pn) independent of |λ| is expressed in the

following lemma that is the analogue of Lemma 4.1 for the function ĝ(z).

Lemma 5.1 For the modified GBDF of order p ≥ 1, the functions ϕ̂(ρ, θ) =

Re(g(eρ+iθ)) and ξ̂(ρ, θ) = Im(g(eρ+iθ)), ρ, θ ∈ IR, satisfy in a neighborhood of the
origin:

(a) ϕ̂(ρ, θ) = ρ + higher order terms;

(b) ξ̂(ρ, θ) = θ + higher order terms.

Proof The Taylor expansion of ϕ̂(ρ, θ) and ξ̂(ρ, θ) about (0, 0) are respectively

ϕ̂(ρ, θ) =

k
∑

j=0

αje
(j−ν)ρ

cos(j − ν)θ =

k
∑

j=0

αj

∞
∑

s=0

(j − ν)s

s!
ρs

∞
∑

n=0

(−1)
n (j − ν)2n

(2n)!
θ2n

=

∞
∑

n=0

(−1)n

(2n)!

∞
∑

s=0

1

s!
c2n+sθ

2nρs,

and

ξ̂(ρ, θ) =

k
∑

j=0

αje
(j−ν)ρ

sin(j − ν)θ =

∞
∑

n=0

(−1)n

(2n + 1)!

∞
∑

s=0

1

s!
c2n+s+1θ

2n+1ρs,

where the coefficients cj were defined in Lemma 4.1. From this expressions and (12) we

get the assertion.

Define now ̂Cn as the Strang preconditioner of ̂An. The proof of Lemma 4.2 remains

the same for the circulant matrix ̂Sn = ̂Cn + |λ|/nIn except that, due to (a) of the

previous lemma, the new term ϕ̂(1/n, 2πj/n) can not longer be neglected as ϕ(2πj/n)

in (15), rather it must be replaced by 1/n. As a consequence, the result expressed by

Lemma 4.2 holds as well in this case provided that γ is replaced by 1+ |λ|. To conclude,

observing that ‖̂M−1
n ‖ ≤ e‖M−1

n ‖ and denoting by ̂En = ̂Mn − ̂Sn, we can reformulate

Theorem 4.1 as follows.



78 F. IAVERNARO AND D. TRIGIANTE

Theorem 5.1 The conditioning of the preconditioned matrix ̂Pn = ̂S−1
n
̂Mn satisfies:

µ( ̂Pn) ≤ ep2η‖ ̂En‖
2 R(1 + |λ|)n, (31)

where η is a positive constant independent of n and |λ|.

The bound (31) proves that ̂Pn is weakly well conditioned and non increasing for

λ ≃ 0 (in particular for |λ| = 0 we get R(1) ≃ 1.08).
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1 Introduction

The problem of the permanent rotations of a rigid body with a fixed point in the gravity

force field occupies an important place in analytical mechanics and different applications.

In rigid body dynamics a complete investigation of the permanent rotations has been

made by Staude [1]. This remarkable paper by Staude practically closed this problem

unfortunately because specialists on rigid body dynamics lost interest in further inves-

tigation of the permanent rotations for many years. However, this problem attracted

the attention of the experts in the stability theory in connection with the study of sta-

bility of stationary motions of mechanical systems and has played an important role in

the development of this problem. Stability problems on the stationary motions of me-

chanical systems and on the permanent rotations of a rigid body are closely connected,

their interinfluence defining their joint development in many respects. The formation

of these problems was connected with the Routh theorem [2] and Majevskii criterion

[3]. Their systematic investigation started with the appearance of the Chetaev method

[4] and Rumyantsev’s paper [5] having provided a suitable mathematical apparatus and

having defined the direction of research. The introduction in the research domain of

the problem of gyrostat motion [6, 7], other new objects [8] and force fields [9] raised

the interest in the problem and defined the period of its intensive development. At this

c© 2001 Informath Publishing Group. All rights reserved. 81
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time KAM-theory had an essential influence on it and led to the extension of the use of

Hamiltonian mechanics methods and the raising of the meaning of necessary conditions.

The use of Kolmogorov’s idea [10] permits us to characterize stability domains in the

phase and parameter space as the domains of the fulfilment of the necessary conditions

from which only some subdomains of smaller dimension can be excluded. On this base

it is possible to say about practical end of the problems for which the investigation of

necessary stability conditions is fulfilled, what is really done for many problems. The

registration of this approach signifies the end of an intensive development period of the

permanent rotations stability problem. The modern stage is characterized by the study

of new objects such as multibody systems with different kinds of joints, a body on a string

and others; by the search for new effects and by the movement of interest from stability

theory into attractor theory, chaos and other modern topics of dynamical systems theory.

In the presented paper the state of stability theory of stationary motions of mechanical

systems, the stability problem of permanent rotations of a rigid body and its general-

izations are described. The presentation is in the main based on the results obtained by

the Donetsk school of mechanics where these problems were studied the most widely and

completely.

2 Objects and Motions

The problem of a motion of a rigid body with a fixed point in a gravity force field occupies

the central place in rigid body dynamics. For its study different forms of the motion

equations are offered, from which we choose the best-known Euler-Poisson equations

A1ω̇1 = (A2 −A3)ω2ω3 + Γ(e2ν3 − e3ν2) (123), (1)

ν̇1 = ν2ω3 − ν3ω2 (123), (2)

where ω2, ω2, ω3; ν1, ν2, ν3; e1, e2, e3 are, respectively, projections on the moving axes

of an angular velocity, a vertical unit vector and a unit vector leading from the fixed

point in the direction of the mass center of a body; A1, A2, A3 are principal moments

of inertia; Γ is the product of the body weight and the distance from the fixed point to

the mass center; (123) is a symbol of cyclic index permutation.

Equations (1) and (2) allow the integrals

A1ω
2
1 +A2ω

2
2 +A3ω

2
3 − 2Γ(e1ν1 + e2ν2 + e3ν3) = h,

A1ω1ν1 +A2ω2ν2 +A3ω3ν3 = k,

ν2
1 + ν2

2 + ν2
3 = 1.

(3)

Gyrostat. The necessity of accounting for the influence of interior masses motions on

the Earth’s motion led Volterra [11] to the creation of a new mechanical object named a

gyrostat. At the present time by the term gyrostat we understand a rigid body having

cavities with liquid performing a potential motion [8] or a body carrying fly-wheels ro-

tating in a definite way [7]: on inertia or with constant relative velocity. Let’s write the
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motion equations and integrals of a gyrostat with fixed point in a gravity force field

A1ω̇1 = (A2 −A3)ω2ω3 + λ2ω3 − λ3ω2 + Γ(e2ν3 − e3ν2),

ν̇1 = ν2ω3 − ν3ω2 (123), (4)

A1ω
2
1 +A2ω

2
2 +A3ω

2
3 − 2Γ(e1ν1 + e2ν2 + e3ν3) = h,

(A1ω1 + λ1)ν1 + (A2ω2 + λ2)ν2 + (A3ω3 + λ3)ν3 = k, (5)

ν2
1 + ν2

2 + ν2
3 = 1.

Here in addition to the notations introduced under λ1, λ2, λ3 the projections of gyro-

static moment vector on the moving axes are designated.

A Rigid Body with Vortex Filling. A great number of papers are devoted to the study

of the motion of a body with an ellipsoidal cavity completely filled by an ideal uniform

incompressible liquid performing the uniform vortex motion. The motion equations of

the body-liquid system have the form [8, 12]

Ω̇1 = (1 − ε3)ω3Ω2 − (1 + ε2)ω2Ω3 + (ε2 + ε3)Ω2Ω3,

d
dt (a1ω1 + b1Ω1) = (a2ω2 + b2Ω2)ω3 − (a3ω3 + b3Ω3)ω2 + Γ(e2ν3 − e3ν2),

ν̇1 = ν2ω3 − ν3ω2 (123).

(6)

Here in addition the designations are introduced: Ω1, Ω2, Ω3 are the projections of the

vortex vector on the moving axes; a1, a2, a3 are changed inertia moments of the body-

liquid system; Γ is the product of the body-liquid system weight and the distance from

the mass center to the fixed point divided by 2c2M/s; c2 = c21 + c22 + c23; c1, c2, c3 are

semiaxes of the cavity-ellipsoid; M is the liquid mass in the cavity;

ε =
c23 − c22
c23 + c22

, b1 =
2c22c

2
3

c2(c22 + c23)
(123).

Equations (6) allow the integrals

3
∑

i=1

(aiω
2
i + biΩ

2
i − 2Γeiνi) = h,

3
∑

i=1

(aiωi + biΩi)νi = k, (7)

Ω2
1

c21
+

Ω2
2

c22
+

Ω2
3

c23
= m, ν2

1 + ν2
2 + ν2

2 = 1.

Multibody System. The equations of motion of the system of rigid bodies can be

obtained in different forms depending on the choice of coordinate systems and main

variables. The number of possible forms of equations is increasing because the bodies can

be composed in groups in different ways. A form of such equations that are transparent

and accessible for further investigation are required. The equations satisfying these
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Figure 2.1. Intersection of the Staude cone with the unit sphere.

requirements are offered in [13] for the system of n gyrostats

d

dt
(Anωn + λn) +mncn ×

[

n−1
∑

l=1

d

dt
(ωl × sl) − gν

]

= 0,

d

dt
(Akωk + λk) +mkck ×

[

k−1
∑

l=1

d

dt
(ωl × sl) − gν

]

+ sk (8)

×
n

∑

q=k+1

mq

[

d

dt
(wq × cq) +

q−1
∑

l=1

d

dt
(ωl × sl) − gν

]

= 0 (k = 2, 3, . . . , n− 1),

d

dt
(A1ω1

+ λ1
) + s1 ×

n
∑

q=2

mq

[

d

dt
(ωq × cq) +

q−1
∑

l=1

d

dt
(ωl × sl) − gν

]

= m1c1 × gν,

ν̇ = ν × ω.

Carrier-bodies Sk0 , Sk−1
0 of gyrostats Sk, Sk−1 (k > 1) have one generic point Ok;

where ωk is the absolute angular velocity of the body Sk0 ; vector sk leads from Ok to the

mass center of gyrostat Sk; mk is the mass of Sk; Ak is the inertia tensor of gyrostat

Sk at point Ok; λk is the gyrostatic moment of this gyrostat.

The development of equations (8), and their further transformation have played the

essential role in the amplification of interest in multibody dynamics and have promoted

significant progress in obtaining the exact solutions; their number has more than doubled

since the time of their publication.

Permanent Rotations. In rigid body dynamics the most studied stationary motions

are permanent rotations which are characterized by the property that the angular velocity

vector is constant and leads along the vertical. This provides us with the possibility of

representing permanent rotation in the moving (connected with the body) space. The real

motion is obtained by the coincidence of the permanent rotation axis with the vertical

and rotating the body around the vertical with angular velocity obtained. Under the

common values of parameters the set of permanent rotations is one-dimensional and

consists of three parts of the curve, lying at the Staude cone (Figure 2.1)
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(A2 −A3)e1ω2ω3 + (A3 −A1)e2ω3ω1 + (A1 −A2)e3ω1ω2 = 0. (9)

Note that in the general situation permanent rotations about principal axes are impos-

sible. They can appear under some conditions on parameters. So they exist in the

Lagrange, Kovalevskaya, Hess cases and in the Euler case permanent rotations are ad-

missible only around three principal axes. Note more the singular case: in the Lagrange

case the permanent rotations set consists of the principal axis and some surface.

On the whole a similar but more complicated picture exists for a gyrostat [14]. In

principle, the picture is different for a body with vortex filling, for which the permanent

rotations set forms a solid angle [12]. For systems of the rigid bodies, on the whole,

permanent rotations of the Lagrange gyroscopes around principal axes have been con-

sidered [12].

3 Stability of Stationary Motions

Two main approaches to the investigation of stationary motions stability have been cre-

ated. The first is based on the Routh-Lyapunov theorem and Chetaev method, the

second – on the Arnold-Moser theorem extended to stationary motions. To form these

theorems it is convenient to use Hamilton variables qi, pi (i = 1, . . . , n) for the de-

scription the motion of a conservative mechanical system with n degrees of freedom. In

the presence of cyclic coordinates qα (α = k + 1, . . . , n) the Hamilton function has the

form H(q1, . . . , qk, p1, . . . , pn) and the equations of motion have n− k cyclic integrals

pα = cα = const (α = k + 1, . . . , n). The function H(q1, . . . , qk, p1, . . . , pk, ck+1, cn)
defines the system with k degrees of freedom which is called the reduced one.

The stationary motions of the mechanical system are called such motions for which

positional coordinates and impulses qi, pi (i = 1, . . . , k) and cyclic impulses pα (α =

k + 1, . . . , n) preserve constant values qi = q0i , pi = p0
i , pα = cα. Constants cα are

arbitrary, values q0i , p
0
i are obtained from the equations

∂H

∂qi
= 0,

∂H

∂pi
= 0, i = 1, . . . , k

and determine the equilibrium position of the reduced system.

Under stability of stationary motions we understand the stability of these motions

with respect to the values qi, pi, cα (i = 1, . . . , k; α = k + 1, . . . , n). The effective

tool of investigation of stationary motions stability is the Routh theorem [2] (with the

Lyapunov addition [15]) reducing the question about stationary motions stability to the

analysis of the extremum of potential energy of the reduced system.

Theorem 3.1 If potential energy of the reduced system has the minimum both under
the given values pα = cα responding to the stationary motion considered and under any
close to the given values pα = cα+ηα and also the values qi inverting it in the minimum
are continuous functions of the variables pα, then stationary motion is stable.

Different generalizations of Theorem 3.1, its connection with the Chetaev method and

application to the investigation of the permanent rotations stability have been considered

in the papers [16, 17], where in particular it was pointed out that for the establishment

of stationary motions stability it was sufficient to establish by the Lyapunov method the
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stability of equilibrium position of the reduced system, moreover it was convenient to

construct the Lyapunov function by the Chetaev method from the motion integrals.

For Hamiltonian systems in the formulation of Theorem 3.1 the Hamilton function of

the reduced system is used instead of the potential energy. Theorem 3.1 does not solve

the question about stationary motions stability if the Hamiltonian of the reduced system

is not a function of fixed sign in the equilibrium position. For Hamiltonian systems with

two-dimensional reduced system, the stability of stationary motions can be obtained

with the help of the following theorem [18] extending the known Arnold-Moser theorem

[19, 20] to the case of stationary motions.

Theorem 3.2 Let the Hamiltonian H(q1, q2, p1, p2, . . . , p2+m) be an analytical func-
tion of the coordinates and impulses at the point p with the coordinates

q1 = q2 = 0, p1 = p2 = 0, p2+i = ci, i = 1, . . . ,m (10)

defining the stationary motion considered. The Hamiltonian of the reduced system at this
point satisfies the following conditions:

1. Eigenvalues of the linearized reduced system are pure imaginary ±iα1, ±iα2.
2. For all integers k1, k2 satisfying the condition |k1| + |k2| ≤ 4 the inequality
k1α1 + k2α2 6= 0 is fulfilled.

3. D = −(β11α
2
2 − 2β12α1α2 + β22α

2
1) 6= 0, where βνµ are the coefficients of the

fourth order form for the Hamiltonian, transformed into the form

H =

2
∑

ν=1

αν
2
Rν +

2
∑

ν,µ=1

βνµ
4

RνRµ +O5, Rν = ξ2ν + η2
ν

(O5 is a power series containing the terms of order not less then five).
Then stationary motion (10) is stable.

Condition 1 of this theorem is fulfilled in the domain of fulfilment of necessary stabil-

ity conditions. In the common situation nonfulfilment of conditions 2 and 3 leads to the

exclusion of some sets of lesser dimension from this domain. In the rest domain, which

differs little from the domain of the fulfilment of necessary stability conditions, station-

ary motions are stable. Therefore in the nonsingular case (conditions 2 and 3 don’t take

identities) it is practically sufficient to study only the necessary stability conditions. For

the analysis of singular cases it is possible to apply the theorems on stability of the equi-

librium position under the presence of resonances [21] and the vanishing of discriminant

D [22] extended to stationary motions.

4 Permanent Rotations of a Rigid Body

One of the first problems solved on the stability of permanent rotations is the problem

of the stability of permanent rotations of the Lagrange gyroscope around its principal

axis. The conditions of their stability are known as the Majevskii criterion [3] and were

obtained during research into projectile motion. Following attempts [23, 24] didn’t bring

any serious progress in this problem and only the appearance of the Chetaev method gave

the possibility of its systematic investigation which was begun in Rumyantsev’s paper

[5]. Sufficient stability conditions of permanent rotations were obtained in his paper by
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the construction of the Lyapunov function in the form of the bundle of the integrals of

perturbed motion. With their help the stability domains were found both in the common

case of mass distribution and in particular cases when the mass center belonged to one

of the principal planes or to the principal axis and also when the ellipsoid of inertia was

the ellipsoid of rotation. Subsequent investigations can be divided into three groups:

the study of permanent rotations in integrable cases; analysis of the permanent rotations

around principal axes; research on the general case (permanent rotations around principal

axes are impossible). The interest in integrable cases is caused by the fact that the

presence of additional integrals permits us to obtain the necessary and sufficient stability

conditions by the Lyapunov functions method. Two rest directions are connected with

the motions which are of most interest from the theoretical and applied point of views.

Let’s examine them in more detail.

Permanent Rotations about Principal Axes. Let the mass center belong to the prin-

cipal axis, then the body can rotate about this axis permanently with arbitrary velocity.

The stability of these motions is studied with respect to the variables ω1, ω2, ω3, ν1, ν2, ν3
under the use of equations (1) or with respect to the Euler angles θ, ϕ and all generalized

impulses pθ, pϕ, pψ under the use of Hamiltonian equations. Using the Chetaev method,

Rumyantsev [5, 25] obtained sufficient stability conditions of the considered permanent

rotations which are equivalent to the conditions of the property of having fixed sign the

square part of Hamiltonian H2. The following investigation of this problem was fulfilled

with the help of Theorem 3.2 in paper [26]. Let’s look at its main result.

A body motion is described by Hamilton equations in the Euler angles introduced in

the usual way. For Hamiltonian to have no singularities on the considered motion we

place the mass center on the first principal axis. The following solution corresponds to

the permanent rotations studied

θ0 = ϕ0
=
π

2
, ψ0

= ω0t+ ψ0, p0
θ = p0

ϕ = 0, p0
ψ = A1ω,

where ω0 is the angular velocity of the permanent rotation. Introducing the perturbations

θ =
π

2
+ y′1, ϕ =

π

2
+ y′2, pθ = x′1, pϕ = x′2

and going over to the dimensionless variables, we obtain the following presentation for

the Hamiltonian H

H = H2 +H4 +O5, (11)

2H2 = ax2
1 + bx2

2 + (ω2 − e)y2
1 + [(a− 1)ω2 − e]y2

2 + 2(a− 1)ωx1y2 + 2ωx2y1,

2H4 = (1 − a)x2
1y

2
2 + x2

2y
2
1 +

8ω2 + e

12
y4
1 +

4ω2(1 − a) + e

12
y4
2

+
2ω2(a− 1) + e

2
y2
1y

2
2 +

4ω(1 − a)

3
x1y

3
2 + ω(a− 1)x1y

2
1y2

+
5

3
ωx2y

3
1 + 2ω(a− 1)x2y1y

2
2 + 2(a− 1)x1x2y1y2,

where

e =

{

1 for Γ < 0,

−1 for Γ > 0
.
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Figure 4.1. Stability domain in the space Oab.

Condition 1 of Theorem 3.2 is fulfilled in the domainG of necessary stability conditions

fulfilment which were obtained and analyzed in detail in paper [27]. Condition 2 is

reduced to one inequality which is broken under the condition defining the resonance of

the third order

9ω4
+ 2(41b− 59)ω2

+ (9b− 1)(b− 9) = 0. (12)

To check the third condition Hamiltonian (11) is transformed to the normal form up to

terms of the fourth order inclusively and discriminant D is calculated which has rather

simple expression for values a = 1, e = 1

D1 = (b − 1)
2ω8

+ 2(b− 1)(b2 + 2b− 5)ω6
+ (b − 1)(b3 + 13b2

− 41b+ 7)ω4
+ 8(b4 − 5b3 + 5b2 + b+ 2)ω2

+ 4b(b− 1)
2.

(13)

A conclusion about the stability of permanent rotations is obtained by the application

of Theorem 3.2. For the descriptive representation of the obtained results there has

been introduced an extended parametric space being the direct product of the space of

mechanical system parameters and cyclic constants space, in this case the plane Obω.

The equation (12) and D1 = 0 determine in the plane Obω resonance curve s1 and

discriminant curve s2 (Figure 4.1). The theorem is true.

Theorem 4.1 Let a rigid body having equal inertia moments about two first axes
(a = 1) be rotated permanently about the first axes carrying the mass center situated
higher than fixed point (e = 1). Then in extended parametric space-plane Obω-stability
domain represents domain G1 of fulfilment of necessary stability conditions from which
curves s1, s2 are excluded (Figure 4.1).

Returning to the common case we note from the formulas (12) and (13) that in the

space Oabω conditions 2 and 3 of Theorem 3.2 are not fulfilled on resonance and dis-

criminant surfaces S1 and S2; that is the following result occurs.

Theorem 4.2 Let a rigid body be rotated permanently around the principal axis car-
rying the mass center. Then in the extended parametric space Oabω stability domain
represents the domain G from which surfaces S1 and S2 are excluded.
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It should be noted that the permanent rotations corresponding to resonance curve s1
have been studied in paper [28]. They are found to be stable and they should not be

excluded from the domain G1.

Permanent Rotations about Staude Cone Axes. The problem of searching for the

stability conditions of the permanent rotations under arbitrary mass distribution seemed

at first hopelessly difficult [23]. In 1920 R.Grammel obtained the necessary stability

conditions which he couldn’t analyze because of their complexity and was forced “to

invert” the statement of the problem. Sufficient conditions were obtained by Rumyantsev

[5] by the construction of the Lyapunov function in the form of the bundle of integrals (3):

µν2
1 + Γ

e1
ν1

> 0, Γ
e1e2
ν1ν2

+ µ

(

e1
ν1
ν2
2 +

e2
ν2
ν2
1

)

> 0, (14)

µ

(

e2e3
ν2ν3

ν2
1 +

e1e3
ν1ν3

ν2
2 +

e1e2
ν1ν2

ν2
3

)

+ Γ
e1e2e3
ν1ν2ν3

> 0.

Here the variables ν1, ν2, ν3 satisfy equation (9), where µ is an arbitrary constant.

In paper [5] only preliminary analysis of conditions (14) is fulfilled. On its basis some

stability domains of permanent rotations at Staude cones are noted.

The application of Theorem 3.2 to the analysis of these rotations is made difficult

by the awkwardness of the calculations. Therefore it is natural to do their analysis by

computer. Such research was fulfilled for gyrostats [29] and is described in the subsection

below.

A Body in the Newtonian Gravity Force Field. Where there is a significant distance

between a body and the attracting center in many cases it is assumed only taking account

of the forces containing linear terms of the expansions on the degrees of value inverse to

this distance. The force field obtained in this way is called the Newtonian field. Motion

equations and integrals of a body with a fixed point have the form [30]

A1ω̇1 = (A2 −A3)ω2ω3 + Γ(e2ν3 − e3ν2) − µ(A2 −A3)ν2ν3,

ν̇1 = ν2ω3 − ν3ω2 (123), (15)

A1ω
2
1 +A2ω

2
2 +A3ω

2
3 − 2Γ(e1ν1 + e2ν2 + e3ν3)

+ µ(A1ν
2
1 +A2ν

2
2 +A3ν

2
3) = h,

A1ω1ν1 +A2ω2ν2 + A3ω3ν3 = k, (16)

ν2
1 + ν2

2 + ν2
3 = 1.

Here µ is a constant characterizing the force field.

Stability of stationary motions of this system was studied by Kuz’min [9]. He estab-

lished that as for the case of constant gravity stationary motions are permanent rota-

tions about “vertical” the axes of which belong to the Staude cone. Note the convenient

parametrization of the permanent rotations introduced in this paper

ν1 =
Γe1

Ω(ρ−A1)
(123), Ω

2
= Γ

2
3

∑

i=1

e2i
(ρ−Ai)2

, (17)



90 A.M. KOVALEV

where Ω = ω2 − µ, and ω is the angular velocity of permanent rotation. Stability

conditions are obtained in accordance with the Routh-Lyapunov theorem as the condi-

tions of the property of having fixed sign second variation of the first integral (16) under

conservation the rest integrals on the perturbed motions

ΩT > 0, (18)

4ω2
ΩT + Ω

2IS > 0. (19)

Here

T =

∑

(123)

(ρ−A1)(A2 −A3)ν
2
2ν

2
3 ,

S =

∑

(123)

(ρ−A2)(ρ−A3)ν
2
1 ,

I =

∑

(123)

A1ν
2
1 ,

where symbol
∑

(123)

means the summation of three terms obtained from the one shown

under the sum symbol by the cyclic permutation of indexes.

Condition (19) excluding the boundary is not only one of the sufficient conditions

but the necessary one. In addition, setting Ω = ω2 in inequalities (18) and (19) we

obtain from them the stability conditions for constant gravity softening Rumyantsev

conditions (14).

5 Permanent Rotations of a Gyrostat

The investigation of permanent rotations stability of a gyrostat was begun by Volterra

[11] who considered in detail the permanent rotations of a gyrostat on inertia. Rumyant-

sev [6] analyzed these rotations by the Lyapunov method. In this paper the sufficient

stability conditions of permanent rotations of a heavy gyrostat around the principal axis

with arbitrary angular velocity are also obtained. The case when a gyrostat can rotate

around the principal axis only with some fixed velocity was studied by Anchev [31]. The

investigation of the permanent rotations around the principal axis was continued with

the help of Theorem 3.2 in paper [32]. Here is its main result.

Rotations Around the Principal Axis. Under the assumption that the mass center of

a gyrostat belongs to the first principal axis and the vector λ of gyrostatic moment is

directed along the same axis the gyrostat can rotate permanently around the first axis

with angular velocity ω and this rotation is defined by the following values of the variables

pθ = pϕ = 0, pψ =
ω

a1
+ λ, θ = ϕ =

π

2
, ψ = ωt+ ψ0, (20)

where a1 is the first component of tensor A−1.
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Figure 5.1. The domain of the fulfilment of the necessary stability conditions

in the space Oξ1ξ2ξ3.

In dimensionless variables the Hamilton function of perturbed motion has the form

H = H2 +H4 + . . . ,

2H2 = ax2
1 + bx2

2 + (ω2
+ ωλ− e)y2

1 +
[

(ω + λ)
(

a(ω + λ) − ω
)

− e
]

y2
2

+2
(

a(ω + λ) − ω
)

x1y2 + 2ωx2y1,

24H4 = (3λ2
+ 11λω + 8ω2

+ e)y4
1 +

[

(ω + λ)(4ω + 3λ− 4a(ω + λ)) + e
]

y4
2

+6
[

(ω + λ)(−2ω − λ+ 2a(ω + λ)) + e
]

y2
1y

2
2 + 12(1 − a)x2

1y
2
2 + 12x2

2y
2
1

+4(4ω + 3λ− 4a(ω + λ))x1y
3
2 + 4(5ω + 3λ)x2y

3
1 + 12(a− 1)(ω + λ)x1y

2
1y2

+12(−2ω− λ+ 2a(ω + λ))x2y1y
2
2 + 24(a− 1)x1x2y1y2.

(21)

To obtain the necessary stability conditions we write the characteristic equation for

the linearized system with function H2

µ4
+ ξµ2

+ ξ2ξ3 = 0,

ξ1 = ab(ω + λ)
2 − (a+ b)(ω + λ)ω + 2ω2 − e(a+ b),

ξ2 = ω2
(a− 1) + aωλ− ae, ξ3 = ω2

(b− 1) + bω − be.

It is convenient to represent the domain D of fulfilment of the necessary stability condi-

tions in the space of parameters ξ1, ξ2, ξ3 (Figure 5.1). In the subdomain G2 the square

form H2 is of the fixed sign and corresponding permanent rotations are stable. To study

the stability of permanent rotations corresponding to the subdomain G1 Theorem 3.2 is

applied. We obtain the expressions for resonance relations and the discriminant by apply-

ing the corresponding normalization transformation. Note that under λ = 0, a = 1 the

discriminant D has the form (13), i.e. D 6≡ 0. Therefore the equality D(a, b, λ, ω) = 0

selects in the space Oabλω some manifolds just as resonance relations. Permanent ro-

tations corresponding to the manifolds selected are excluded from consideration. As for

the remaining permanent rotations in the domain G1 on the basis of Theorem 3.2 we

conclude that these rotations are stable on Lyapunov.
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Comparing these conclusions with the result obtained above for a rigid body we can

state that the presence of a rotor in a body renders the stabilization effect on the carrying

body motion under the corresponding choice of rotor rotation. Thus, unstable rotation

of a body around the middle axis can be made stable under the corresponding choice of

a gyrostatic moment. Moreover, any permanent rotation of a rigid body can be made

stable under the corresponding choice of a gyrostatic moment.

Rotations Around an Arbitrary Axis. Sufficient stability conditions of a gyrostat

around an arbitrary axis of permanent rotations cone were obtained by Anchev [33] and

Druzhinin [34]. In paper [34] necessary stability conditions were also obtained. Using

these conditions in paper [35] the stability and instability domains are shown on the

permanent rotations cone.

It is convenient to describe the permanent rotations considered using the Kuz’min

parametrization [9]

ν1 =
ωλ1 + Γe1
ω2(ρ−A1)

(123), (22)

where ρ is an auxiliary parameter and angular velocity satisfies the equation

ω4 −
∑

(123)

(ωλ1 + Γe1)
2

ω2(ρ−A1)
2

= 0.

Sufficient stability conditions have the following form [34]

D = A1A2A3ω
6
(L + ω2JM) > 0, D1 = ω2L > 0, (23)

L =

∑

(123)

(ρ−A1)[2ω(A2 −A3)ν2ν3 + λ3ν2 − λ2ν3]
2,

M =

∑

(123)

(ρ−A2)(ρ−A3)ν
2
1 , J =

∑

(123)

A1ν
2
1 .

Necessary stability conditions are such [34]

D > 0, N > 2
√
D, (24)

N = ω2
∑

(123)

[ω2A1(ρ−A1)(A2ν
2
2 +A3ν

2
3 ) +A1(ω(A1 −A2 −A3)ν1 + λ1)

2
].

Conditions (23) and (24) were analyzed in paper [35]. From the conclusions obtained

there we note that the permanent rotations around the axes near to the middle principal

axis are unstable. On the stability of the permanent rotations around the axes close to

the major axis it is impossible to come to a conclusion on the basis of conditions (23)

and (24) because the necessary conditions are fulfilled, but the sufficient conditions (23)

are not. For their study Theorem 3.2 is applied.

Analytical difficulties connected with the investigation of the general case have led

to the necessity of the use of computer methods for its analysis. The appearance of

the computing normalization algorithms for Hamilton systems promotes this analysis.

A numerical algorithm of the investigation of stability of the permanent rotations of a
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gyrostat was created by Chudnenko [29]. Using the parametrization (22) he introduces

the partition ρ1, . . . , ρn of the set of permanent rotations. For every ρk conditions

(23) and (24) are checked. If conditions (24) are fulfilled and conditions (23) are not,

conditions of Theorem 3.2 are checked. In addition the values of parameter ρ are noted

for which Theorem 3.2 does not solve the stability question. Thus the obtained algorithm

permits us to solve practically completely the stability problem of permanent rotations

of a gyrostat in the case of general mass distribution.

6 Permanent Rotations of a Rigid Body with Vortex Filling

The permanent rotations of a rigid body with vortex filling are realized only around

an axis coincident with the vertical under the condition that vortex components in the

moving coordinate system are constant [12]. Because of the complexity of the problem

on the distribution of the permanent rotation axes with respect to a body geometrically

visual turned out the approach which was based on the construction the set of axes

corresponding to the permanent rotation velocity given. These sets are depicted on the

plane Ouv defined by the mapping

Γ
−1u = e1ν

1
1 − e3ν

−1
3 , Γ

−1v = e2ν
−1
2 − e3ν

−1
3 , ν2

1 + ν2
2 + ν2

3 = 1.

On the basis of the fulfilled analysis interesting effects connected with the vortex presence

are obtained. In particular it has been established that a body can rotate permanently

around the principal axis when its mass center doesn’t belong to the principal axis, and

conversely permanent rotations around nonprincipal axes are possible when the mass

center belongs to the principal axis.

One of the most interesting effects from the application point of view is the permanent

rotation of a shell around the principal axis carring the mass center with angular velocity

ω and permanent rotation of a liquid as a rigid body around the same axis with angular

velocity Ω. The case of a symmetric body is studied the most completely. On the basis of

analysis of necessary stability conditions it is fixed that appearance of codirected vorticity

(ωΩ > 0) extends with respect to ω the domain of fulfilment of necessary stability

conditions and contrarily directed vorticity (ωΩ < 0) constricts. Note separately the

case when the motion of a body-liquid system is unstable under any value of ω. This

takes place for a top with a cavity that is a rotated ellipsoid stretched along the axis of

a body symmetry under the fulfilment of some additional conditions. For example, for

the case when the mass of a shell is negligibly small with respect to the mass of a liquid

in the cavity and the distance from the fixed point to the center of the cavity is equal to

the major semiaxis of an ellipsoid c3 with c1 < c3 < 1.26c1, such a “slightly” stretched

fluid rotated ellipsoid is unstable no matter with what angular velocity it is rotated. This

effect was experimentally found by Lord Kelvin [36].

The sufficient stability conditions and formal stability of permanent rotations around

principal and nonprincipal axes are investigated [12]. It has been established that the

presence of vortex motion of a liquid in a cavity leads to the appearance of such conditions

of shell motion that are absent for a rigid body and a gyrostat. If it is necessary these

rotations can be made stable.
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7 Permanent Rotations of Multibody Systems

The essential influence on the development of multibody systems dynamics was rendered

by the stability problem of permanent rotations of two heavy Lagrange gyros connected

by ideal spherical hinges one of which has a fixed point. Ishlinskii called attention to this

problem in 1972 at the 13th IUTAM Congress although the characteristic equation for

it was obtained in 1898 and was published in Lur’e’s monograph [37]. The solution of

this problem is given in paper [38] where equations (8) are used for the description of the

motion. The permanent rotation of the system of two Lagrange gyros represents such

motion in which every from the gyros is rotated with permanent angular velocity about

its dynamic symmetry axis collinear to the gravity force direction. Under the stabiliity

of this motion is understood the stability of the corresponding solution of equations (8)

with respect to some of the variables – namely, to the angular velocities of the bodies

S1, S2 and to the parameters defining the position in a space of symmetry axes of the

bodies S1 and S2. Sufficient stability conditions are obtained by the Chetaev method.

When both gyros are unbalanced (ci > 0) they have the form

ω1ω2 > 0, A2
2ω

2
2 − 4µ2B2 > 0, A1ω

2
1 − 4µ1B1 > 0, (24)

where µ1 = m1c1 + m2s1 > 0, µ2 = m2c2 > 0; where A1 and B1 are the axial and

equatorial inertia moments of i-th body, respectively. These conditions mean that the

bodies are rotated in the same direction. For the second body the Majevskii stability

criterion of permanent rotations for one unbalanced Lagrange gyro is fulfilled, the first

gyro S1 with point mass m2 at the point O2 has also to satisfy the Majevskii criterion.

The necessary stability conditions are analyzed in detail and are compared with the

sufficient ones. Here the interesting stabilization effect is found when one of the remaining

unbalanced Lagrange gyros becomes stable under the definite rotation velocity of the

second one. This effect calls to mind the stabilization effect of an unbalanced remaining

gyro on the oscillating base. But in this case the oscillations of the fixed point arise not

at the expense of exterior forces but are, in a definite sense, the self-vibrating ones.

The permanent rotations are also considered for an n-bodies system. It has proved

([13]) to be possible (for λ = 0) only under the condition when the vectors ck, sk,
ν are collinear. Equations (8) admit the solution ωk = ωkν which corresponds to

the permanent rotations of every body Sk around the axis carring its mass center and

coinciding with vertical. In this connection the angular velocities ωk for each body can be

different. Under the additional assumption that the bodies considered are the Lagrange

gyros the stability of these rotations was investigated [39] with respect to the angular

velocities and the parameters defined the position of the rotation axes in the space. The

notion of the “enlarged” body S′

k is introduced which is obtained from the body Sk

by adding to it at the point Ok the point mass equals to

m
∑

i=k+1

mi. Such a body is

characterized by the parameters Ak, B
′

k, ak:

B′

k = Bk + s2k

n
∑

i=k+1

mi, ak = mkck + sk

n
∑

i=k+1

mi, k = 1, . . . , n− 1,

where Ak, Bk are the axial and equatorial inertia moments of the body Sk with respect

to its suspension point Ok.
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For the case when all “the enlarged” bodies are unbalanced (ak > 0) the sufficient

stability conditions are obtained

A2
kω

2
k − 4B

′

kakg > 0, ωkωi > 0; k, i = 1, . . . , n

which generalize the Majevskii criterion and conditions (24). Necessary stability condi-

tions of permanent rotations and regular precessions have been considered. More compli-

cated motions named “similar” ones [12] when symmetry axes of Lagrange gyros belong

to one plane during the entirety of the motion are found and investigated.

New effects were discovered during the analysis of the influence of the stiffness in

the elastic joints on the stability of the permanent rotations of a multibody system.

In particular, under specific values of the stiffness instability interval appears in the

problem which classical analog is Euler case. However, when the stiffness is rather great

this system behaves as a single rigid body and under the fulfilment of the Majevskii

criterion for the body obtained from the system considered by the change of the joints

on rigid fixings permanent rotations are stable.

In conclusion, we note a new direction in the investigation of the stability of permanent

rotations connected with studying the influence of small nonsymmetry on the stability

of the motion of the system of the bodies connected by elastic joints. The analysis of

the motion of a single unsymmetric body has already showed that its stable permanent

rotations about the symmetry axis after introducing the system debalance pass into

unstable ones in the neighborhoods of some frequencies named resonance ones [39, 40].

The research into multibody systems discovered similar situations. A general approach

for finding the resonance frequencies was offered and a constructive algorithm for finding

two groups of such frequencies was created which gave the possibility to obtain the

analytical expressions for them in some cases. With its help the motion of multibody

systems was studied with different ways of connection and the force action and the critical

operating conditions of the elastic objects motion were established.
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Abstract: The dynamics are studied of nonlinear feedback loops for the set

point control of Euler-Lagrange (EL) systems. A class of controllers is consid-

ered that possess a linear dynamic component and several nonlinear amplifiers.

Frequency domain conditions are presented for nonoscillatory behaviour of the

closed loop, by which is meant that for increasing time all bounded solutions

converge to one of the system’s equilibrium states. The results constitute a

systems theoretical basis for a new controller design method for EL systems.
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1 Introduction

Euler-Lagrange systems constitute the outcome of a powerful mathematical modelling

technique for dynamic processes, the variational method [4]. Their structural properties

and constraints have been exploited to develop practically meaningful controller design

procedures including Liapunov based methods [9], passivity based control [6] or the

stabilization scheme of backstepping [1]. Most of the literature dealing with set point

regulation of EL systems concentrates on the global asymptotic stabilization of a unique

closed loop equilibrium state, elaborating on such fundamental concepts as potential

energy shaping and damping injection [8]. Nevertheless there remain several drawbacks

that stymie the utilization of these methodologies in practical applications. For example,

the global stabilization of a unique equilibrium point often requires control inputs beyond

the physical saturation constraints of the actuators. This has led to the development of

saturated controllers which apply to EL systems with limited growth rates of the potential

energy functions for large position values [3].

c© 2001 Informath Publishing Group. All rights reserved. 99
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In this paper we consider a class of nonlinear feedback controllers for EL systems that

allow the existence of several closed loop equilibria. Sufficient conditions are established

for nonoscillatory behaviour of the loop, by which is meant that for increasing time every

bounded solution converges to one of the equilibria. If for increasing time all solutions

remain bounded, nonoscillatory behaviour implies the convergence of all solutions to the

set of equilibria, i.e. the set of equilibria is globally convergent. The conditions for

nonoscillatory behaviour are much less restrictive than those for the global asymptotic

stabilization of a unique equilibrium point. Thus they constitute a systems theoretical

basis for an alternative controller design method in cases where a closed loop phase

portrait possessing several equilibrium states is acceptable or desirable.

Following some background concepts in Section 2, Section 3 presents the basic con-

ditions which guarantee closed loop nonoscillatory behaviour and global convergence of

the set of equilibria. Sections 4 and 5 contain their application to a dynamic output

feedback controller possessing several nonlinear amplifiers, some comments regarding

controller design and some special cases. Section 6 discusses an application to EL con-

trollers. In Section 7 a simple example is worked to illustrate the proposed concepts. The

paper terminates with an overview of possible extensions to the theory and of further

work under development.

2 EL Systems: Basic Concepts and Assumptions

Consider an EL system [4]

∂L

∂q
(q, q̇) −

d

dt

[

∂L

∂q̇
(q, q̇)

]

−
∂F

∂q̇
(q̇) +Mu = 0, (1)

where q ∈ Rm is a vector of generalized coordinates, L(q, q̇) , T (q, q̇) − V(q) is the

Lagrangian and F(q̇) is Rayleigh’s dissipation function. u ∈ Rr denotes a linearly

entering input force. We assume that the kinetic energy T (q, q̇) and the potential energy

V(q) belong to the class of C1-functions (continuous with continuous partial derivatives

w.r.t. their arguments), that rank M = r ≤ m and that the Lipschitz conditions are

satisfied which ensure the existence and the uniqueness of the solutions of (1) for given

initial conditions and for a given input u(.). The system is called fully actuated if r = m,

otherwise it is underactuated. Following Meirovitch [4] we assume that T (q, q̇) depends

quadratically on the components of q̇:

T (q, q̇) =
1

2
q̇′D(q)q̇ + b′(q)q̇ + c(q), (2)

where the generalized inertia matrix D(q) = D′(q) ∈ Rm×m is positive definite, b(q) ∈
Rm and c(q) ∈ R. Defining the Hamiltonian as

H(q, q̇) ,
1

2
q̇′D(q)q̇ + V(q) − c(q) (3)

it is easily verified that along the solutions of (1):

dH

dt
(q, q̇) = −q̇′

∂F

∂q̇
(q̇) + q̇′Mu. (4)
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We assume that

q̇′
∂F

∂q̇
(q̇) ≥ 0; ∀ q̇ ∈ Rm. (5)

If

q̇′
∂F

∂q̇
(q̇) > 0; ∀ q̇ 6= 0 (6)

then the EL system is said to be fully damped. Otherwise it is underdamped. Observing

that the system state is x ,

[

q

q̇

]

∈ R2m, (4) shows that (1) is a dissipative system [11]

with storage function H(q, q̇) and supply q̇′Mu. We shall assume that the output

w , M ′q ∈ Rr
(7)

is available for feedback. (1), (7) define an EL system with collocated actuator-sensor

control [7].

3 Closed Loop Nonoscillatory Behaviour and Global Convergence

Let

ż = ϕ(z, w), (8)

u = ψ(z, w) (9)

with state z ∈ Rn be a feedback controller for (1), (7). Let xc ,

[

x

z

]

∈ R2m+n be the

closed loop state vector. Suppose a scalar function V (z, w) ∈ C1 can be found such that

along the solutions of (8)

ż′
∂V

∂z
(z, w) = ϕ′

(z, w)
∂V

∂z
(z, w) ≤ 0; ∀ z ∈ Rn, ∀w ∈ Rr. (10)

Define

Vc(xc) , H(q, q̇) + V (z, w). (11)

It follows that

V̇c(xc) = −q̇′
∂F

∂q̇
(q̇) + q̇′Mu+ ż′

∂V

∂z
(z, w) + ẇ′

∂V

∂w
(z, w)

= −q̇′
∂F

∂q̇
(q̇) + ż′

∂V

∂z
(z, w) ≤ 0; ∀xc ∈ R2m+n,

(12)

if we choose

u = ψ(z, w) , −
∂V

∂w
(z, w). (13)

By (12), Vc(xc) is a global Liapunov function for the closed loop system. Invoking

Lasalle’s invariance principle [2] it follows that every solution xc(t) that remains bounded
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for t ≥ 0 will for t→ +∞ converge to the largest invariant subset M of the closed loop

state space where

−q̇′
∂F

∂q̇
(q̇) + ż′

∂V

∂z
(z, w) ≡ 0. (14)

Suppose we can select V (z, w) such that M consists of the set of the closed loop equilibria.

Then every solution xc(t) that remains bounded t ≥ 0 will converge to an equilibrium

point. A system possessing this property will be called nonoscillatory. Every solution of

a nonoscillatory system either tends to infinity or converges to an equilibrium point as

t → +∞. It cannot perform complicated motions such as periodic oscillations or chaos.

As a corollary to the above we have

Lemma 3.1 If the EL system (1) is fully damped and if in addition to (10),

ż′
∂V

∂z
(z, w) = 0 ⇐⇒ ż = 0 (15)

then the closed loop (1), (7), (8), (13) is nonoscillatory.

If all solutions of a nonoscillatory system remain bounded for t ≥ 0, then every solution

converges to an equilibrium state as t → +∞. In other words the set of the equilibria

is globally convergent. The boundedness of solutions can often easily be proved, for

example using a suitable Liapunov function. Specifically we have

Lemma 3.2 If in addition to the conditions of Lemma 3.1, Vc(xc) is radially un-
bounded then the set of the closed loop equilibria is globally convergent.

4 Controllers with Several Arbitrary Nonlinear Amplifiers

Consider a controller with state dynamics of the form

ż = Az −Bf(σ) + η(w), (16)

σ = C′z + ζ(w), (17)

where A ∈ Rn×n is nonsingular; B, C ∈ Rn×s; η ∈ Rn; ζ ∈ Rs; f(σ) = col [fi(σi); i =

1, . . . , s]. Let

V (z, w) , z′Pz +

σ
∫

0

f ′
(θ)ᾱ dθ + z′p(w) + µ(w)

with P = P ′ ∈ Rn×n; ᾱ = diag (αi) ∈ Rs×s; θ ∈ Rs; p(w) ∈ Rn and µ(w) ∈ R. Partial

differentiation of V (z, w) along the solutions of (16), (17) produces

(

∂V

∂z

)

′

ż = ż′Pz + z′P ż + f ′
(σ)ᾱC′ż + ż′p(w)

= ż′PA−1
[ż +Bf(σ) − η(w)]

+ [ż +Bf(σ) − η(w)]
′A−1′P ż + f ′

(σ)ᾱC′ż + ż′p(w)

= ż′[PA−1
+A−1′P ]ż + ż′[2PA−1B + Cᾱ]f(σ)

+ ż′[p(w) − 2PA−1η(w)].
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Defining W , A−1′PA−1 and choosing

A′W +WA = −QQ′ − εI; ε > 0, (18)

2WB +A−1′Cᾱ = 0, (19)

p(w) = 2A′Wη(w) (20)

results in
(

∂V

∂z

)

′

ż = −ż′QQ′ż − εż′ż (21)

which satisfies (10) and (15). By virtue of the Kalman-Yacubovich-Popov main lemma

[10] the system (18), (19) has a real solution W = W ′ ∈ Rn×n, Q ∈ Rn×s for a

sufficiently small ε > 0 if and only if for all real ω:

2He[(−A−1′Cᾱ)
′
(jωI −A)

−1
2B] > 0 (22)

(positive definite). (22) can readily be transformed into the frequency condition

He
1

jω
ᾱ[G(jω) −G(0)] < 0, ∀ω ∈ R (23)

(negative definite), where

G(s) , C′
(sI −A)

−1B (24)

represents the transfer matrix of the controller’s linear dynamic component. Defining

w , col [wi; i = 1, . . . , r]; µd(w) , col

[

∂µ
∂wi

; i = 1, . . . , r
]

;

ζd(w) ,









∂ζ1

∂w1

. . . ∂ζ1

∂wr

.

.

.
. . .

.

.

.
∂ζs

∂w1

. . . ∂ζs

∂wr









∈ Rs×r

and ηd(w) similarly the control law (13) becomes

u = −[ζd
′
(w)ᾱf(σ) + 2ηd

′
(w)WAz + µd(w)]. (25)

Special cases occur for the choices

ζ(w) ≡ 0; η(w) = H ′w, hence ηd(w) = H ′, (26)

η(w) ≡ 0; ζ(w) = Z ′w, hence ζd(w) = Z ′. (27)

For the choice (26) the controller dynamics simplify to

ż = Az −Bf(C′z) +H ′w, (28)

u = −[2HWAz + µd(w)] (29)
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Figure 4.1. Block diagram of the controller (28), (29), (32).

Figure 4.2. Block diagram of the controller (30), (31).

and for the choice (27):

ż = Az −Bf(C′z + Z ′w), (30)

u = −[Zᾱf(C′z + Z ′w) + µd(w)]. (31)

If we take H of the special form

H = JB′, (32)

then the controller (28), (29) can be represented in the block diagram form of Figure 4.1.

The controller (30), (31) has the block diagram representation of Figure 4.2.

5 Discussion

In summary of Section 4 the controller (16), (17), (25) and in particular the controllers of

Figures 4.1 and 4.2 ensure closed loop nonoscillatory behaviour provided the EL system

(1) is fully damped and the transfer matrix of the controller’s linear dynamic component

G(s) satisfies condition (23) for some diagonal ᾱ. All other controller components are

arbitrary. In the underdamped case nonoscillatory behaviour is still guaranteed if the

largest invariant subset M of the closed loop state space where ż ≡ 0 and q̇′ ∂F
∂q̇ (q̇) ≡ 0

consists of the union of the equilibrium points.
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Furthermore in (21) we may choose ε = 0, which weakens the negative definiteness

condition (23) to negative semidefinite, provided the largest invariant set where Q′ż ≡ 0

and q̇′ ∂F
∂q̇ (q̇) ≡ 0 still consists of the union of the equilibrium points.

The condition (23) is relatively mild. In the special case of a single nonlinearity f(.)
in the controller structure (s = 1) it simplifies to

α

ω
ImG(jω) < 0, ∀ω ∈ R, (33)

where G(s) is a scalar transfer function. For example in the second order case G(s) =

1/(s2 + as + b), (33) is satisfied for αa > 0. For s = 0, i.e. for controllers without

nonlinearities f(.), the conditions (18), (19) simplify to the single condition

A′W +WA < 0. (34)

It is easy to show that if A has no characteristic values on the imaginary axis there

always exists a real symmetric W such that (34) holds.

For nonoscillatory systems the method of the closest unstable equilibrium point is

a well known direct method of the Liapunov type for estimating regions of asymptotic

stability (RAS) in state space for the system’s stable equilibria x̂c,s [5]. The method

requires that a global Liapunov function Vc(xc) ∈ C1 can be found such that:

1. The associated invariant set M consists of the union of all equilibrium points.

2. Vc(xc) possesses an absolute minimum Vc,min on the stability boundary of x̂c,s.

The existence of the minimum is ensured if all solutions of the system remain

bounded for t ≥ 0. Hence the conditions for applicability of the method are

exactly those which have been imposed on the control loop in the sections above.

In design problems, once nonoscillatory behaviour has been established the controller’s

structure must be further specified to implement the control objectives w.r.t. the location

of the closed loop equilibria in state space, the linearized system dynamics around the

stable equilibria and their RAS. In the next sections we consider the application of EL

controllers to an EL system and we present a design example.

6 EL Controllers

In the literature it has been proposed to control EL systems by means of controllers that

itself possess an EL structure [6]. Consider an EL controller of the form

D0p̈+ C0ṗ+K0p+ C1f(C′

1p) + ν(w) = 0, (35)

where D0, K0 and C0 are symmetric and positive definite. (35) can be written in the

state representation (16), (17) with

z ,

[

p

ṗ

]

; A ,

[

0 I

−D−1
0 K0 −D−1

0 C0

]

; B ,

[

0

D−1
0 C1

]

;

C ,

[

C1

0

]

; η(w) ,

[

0

−D−1
0 ν(w)

]

; ζ(w) = 0.
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Straightforward calculations reveal that G(s) = G′(s) = C1
′[D0s

2 +C0s+K0]
−1C1 such

that, observing that G(0) is symmetric and assuming C1 has full rank s, (23) holds with

ᾱ = I if and only if

1

2jω
[(K0 −D0ω

2
+ C0jω)

−1 − (K0 −D0ω
2 − C0jω)

−1
]

= −{(K0 −D0ω
2
)C−1

0 (K0 −D0ω
2
) + C0ω

2}−1 < 0

which is true for all ω ∈ R. (18) – (20) where for simplicity we take ε = 0 yields

P =
1

2

[

K0

D0

]

; Q =

[

C
1

2

0

0

]

; p(w) =

[

ν(w)

0

]

while
(

∂V

∂z

)

′

ż = −ṗ′C0ṗ. (36)

The control law (25) becomes

u = −[νd(w)p+ µd(w)]. (37)

Substituting (36) in the left hand side of (14) shows that (37) renders the closed loop

nonoscillatory assuming the controlled EL system (1) satisfies the damping conditions

discussed in Section 5.

7 Example

Figure 7.1 displays a simple conceptive example of a one-degree-of-freedom system in its

set point equilibrium position y = 0. Rescaling time as τ = ω0t; ω0 ,

√

k
m and defining

ζ ,
c

2
√

km
, ρ ,

√

l2+d2

d , q ,
y
d and u ,

f0

kd the equation of motion can be written in

dimensionless form as:

q̈ + 2ζq̇ + g(q) = u (38)

with

g(q) ,

[

1 −
ρ

√

ρ2 + q2 + 2q

]

(1 + q).

There are three open loop equilibria resp. at q = 0, q = −1 and q = −2. A first

order controller state equation of the form (16), (17) with w = q reads

ż = −az − f(z) + η(q), z ∈ R, a 6= 0. (39)

The frequency condition (33) where G(s) =
1

s+a holds for α > 0. Now taking ε = 0

some computations yield

Vc(xc) =
1

2
q̇2 +

q
∫

0

g(θ) dθ +
αa

2
z2

+ α

z
∫

0

f(θ) dθ − αzη(q) + µ(q), (40)
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Figure 7.1. A one-degree-of-freedom nonlinear EL system.

where xc = [q, q̇, z]′. Differentation along the solutions of (38), (39) produces

V̇c(xc) = −2ζq̇2 − αż2 ≤ 0; ∀xc ∈ R3, (41)

if according to (13)

u = −
∂V

∂q
(z, q) = αzηd(q) − µd(q), (42)

where the subscript d denotes differentiation w.r.t. q. (41) ensures that in closed loop

the state space’s largest invariant subset where V̇c(xc) ≡ 0 consists of the union of the

equilibrium points. Next assume that |η(q)|, |ηd(q)| and |µd(q)| are bounded for all

q ∈ R and that

az + f(z)

z
≥ k1 > 0; ∀ z ∈ R, z 6= 0 (43)

with f(0) = 0. Then it is an easy exercise to show that:

1. Vc(xc) is radially unbounded such that the set of the closed loop equilibria is

globally convergent.

2.
d

dt
z2 ≤ 0 for |z| ≥

|η(q)|max

k1
, n0 (44)

such that |z(0)| ≤ n0 implies |z(t)| ≤ n0 for all t ≥ 0, hence the control force

remains bounded:

|u(t)| ≤ αn0|ηd(q)|max + |µd(q)|max; ∀ t ≥ 0. (45)

Let the desired closed loop equilibria be xc0 = [0, 0, 0]′ (set point); xc1 = [q1, 0, 0]′;

xc2 = [q2, 0, 0]′, where q2 < q1 < −1 and let Λ = {λi, i = 1, . . . , 3} be a selected

eigenvalue spectrum in {Re s < 0} for the linearized closed loop dynamics at xc0. As an

example choose

µd(q) =
m1q +m2q

2

1 +m3q2
; m3 > 0,

η(q) =
m4q(1 − q

q1

)(1 − q
q2

)
√

1 +m5q6
; m5 > 0,

f(z) = γz3
; γ > 0
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Figure 7.2. Intersections of the estimated stability regions S1 and S2 with the

plane {z = 0}. Parameter values: ρ = 2, q1 = −1.5, q2 = −3, Λ = {−1,−1 +

j
√

3,−1 − j
√

3}, a = 3, m1 = 5.75, m2 = 3.6238, m3 = 3.3861.

which implies that k1 = a > 0. Now a straightforward analysis reveals that:

1. For α > 0 and sufficiently small there are no other closed loop equilibria besides

xc0 (of index 0), xc1 (of index 1) and xc2 (of index 0).

2. Λ, q1 and q2 can be arbitrarily assigned by suitabl tuning the parameters a
and m1 → m4.

In addition to α the remaining free control parameters are m5 and γ. Their choice

influences the upper bound of the control force |u(t)|max, the extent of the set point’s

region of attraction in state space and the linearized dynamics at xc1 and xc2. The

method of the closest unstable equilibrium point produces the set

S , {xc ∈ R3
; Vc(xc) < Vc(xc1)}

which consists of two disjoint subsets S1 ∋ xc0 and S2 ∋ xc2. These constitute estimated

regions of attraction for xc0 and xc2. The control parameters α, m5 and γ do not affect

the intersections of S1 and S2 with the plane {z = 0} (Figure 7.2), but they bear an

influence on the extent of the stability regions in the z-direction (Figure 7.3).

8 Conclusion: Extensions and Further Work

We have derived sufficient conditions for a class of nonlinear feedback controllers for EL

systems to render the closed loop nonoscillatory. The obtained results can be extended

in several ways. As to the controlled system, other classes of dissipative processes can be

considered possessing various types of nonlinear components. Noncollocal control of EL



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 1(1) (2001) 99–110 109

Figure 7.3. Intersections of the estimated stability regions S1 and S2 with the

plane {q̇ = 0} for the parameter values of Figure7.2 and for: (1) α = 0.025,

m4 = 23.6643, γ = 4, m5 = 0.5; (2) α = 0.002, m4 = 83.6660, γ = 1,

m5 = 5.

systems may be studied. As to the structure of the controller the frequency condition

on its dynamic component may be further weakened at the expense of imposing some

restrictions on the nonlinear amplifier characteristics. For example we may consider

monotonous or slope restricted nonlinearities. In view of the fact that wide classes of

neural networks have a state description of the form (16), (17), possible applications

include neural control of nonlinear systems. Research will be conducted to incorporate

the proposed theory in practical controller design procedures and to analyse specific

applications.
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