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1 Introduction

This work is devoted to the study of the limiting behavior of the optimal control problem
for dynamic equations, defined on a family of time scales Tλ, in the regime when the
graininess function µλ converges to zero as λ → 0. At the same time the segment of
the time scale [t0, t1]Tλ = [t0, t1] ∩ Tλ approaches [t0, t1] e.g. in the Hausdorff metric.
The natural question that arises is how the optimal control problem on the time scale is
related to the corresponding control problem on the interval [t0, t1].

The answer to the above question is well understood for Eulerian time scales (accord-
ing to classification [6]) that is, if Tλ = λZ+, λ > 0, and the equation on time scales
becomes a difference equation.
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The results listed above are based on Euler polygonal method, which guarantees that
the corresponding solutions of differential and difference equations on finite time intervals
are close to each other, provided the steps are small. This method works really well if the
right-hand sides of differential equations are continuous. In this case, both solutions are
smooth, which makes it relatively easy to estimate the difference between them. However,
the right-hand sides of the optimal control problem, considered in this paper, depend on
the control parameter function u(t). Generally speaking, u(t) is only measurable. This
makes the solution of the differential equation only absolutely continuous. In turn, this
significantly complicates the estimates for the difference between corresponding solutions.
Estimates of this type were obtained with convex analysis techniques in the works [9] –
[11]. Using these estimates, the authors showed that the value function for the difference
equation approximation converges to the corresponding value function for continuous
differential equation as the approximation step goes to zero.

Our work extends the result [9] – [11] on the limiting behavior of the value function to
the case of general time scales. However, we use different methods since the topological
structure of the time scale we are considering may be complex. The main difficulty in
our work is to establish the uniform convergence of solutions of the Cauchy problem on
[t0, t1]∩Tλ to the solution of the corresponding Cauchy problem on [t0, t1]. This makes
our analysis significantly different from [12], where only special pointwise convergence
was obtained. More sophisticated approach is necessary because, in contrast with [12],
the right-sides of our equations are not piecewise continuous, as well as we are dealing
with much more general time scales (as opposed to the Eulerian time scale in [9] – [11]).

This paper is organized as follows. In Section 2 we provide some definitions and
preliminary results on time scales calculus, and state the main result. The main result
on the convergence of the family of the value functions to the value function of the limit
problem is proved in Section 3.

2 Preliminaries and Main Result

2.1 Basic notions of time scales theory

The time scales theory was introduced by S. Hilger in his PhD thesis [13] (1988) as a
unified theory for both discrete and continuous analysis. This theory was further devel-
oped by a number of authors, see [4] and references therein. For reader’s convenience,
we present several notions from this theory, which are used in this paper.

Time scale T is a non-empty closed subset of R; AT := A ∩ T for A ⊂ R; σ : T→ T,
σ(t) := inf{s ∈ T : s > t} is the forward jump operator; ρ : T→ T, ρ(t) = sup{s ∈ T : s <
t} is the backward jump operator (here inf ∅ := supT and sup ∅ := inf T); µ : T→ [0,∞),
µ(t) := σ(t) − t is called the graininess function. A point t ∈ T is called left-dense
(LD) (left-scattered (LS), right-dense (RD) or right-scattered (RS)) if ρ(t) = t (ρ(t) < t,
σ(t) = t or σ(t) > t); Tk := T \ {M} if T has a left-scattered maximum M , Tk := T
otherwise.

A function f : T→ Rd is called ∆–differentiable at t ∈ Tk if the limit

f∆(t) = lim
s→t

f(σ(t))− f(s)

σ(t)− s

exists in Rd. The properties of the Lebesgue ∆ – measure and the Lebesgue ∆ –
integrability are described, e.g. in [3].
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2.2 Control theory on time scales

Let T be a time scale, such that supT = +∞, t0, t1 ∈ T, and U ⊂ Rm is a compact set.

. An optimal control problem on the time scale T is the problem of the type
x∆ = f(t, x, u),

x(t0) = x0,

J(u) =
∫

[t0,t1)T
L(s, x(s), u(s))∆s+ Ψ(x(t1))→ inf, u ∈ U(t0),

(2.1)

where f : [t0, t1]T × Rd × U → Rd, L : [t0, t1]T × Rd × U → R1 and Ψ : Rd → R1.

. U(t) := L∞ ([t, t1]T, U), i.e. the set of bounded, ∆–measurable functions [5, Chap-
ter 5.7] defined on [t, t1]T and taking values in U for each t ∈ [t0, t1)T, is called the
set of admissible controls.

. The Bellman function (or the value function) is

V (t0, x0) := inf
u(·)∈U(t0)

J(t0, x0, u). (2.2)

2.3 Main result

Let Λ ⊂ R, such that 0 is a limit point of Λ, be the set of indices. Consider the
family of time scales Tλ, λ ∈ Λ, such that supTλ = ∞. For any t0, t1 ∈ Tλ, denote
[t0, t1]Tλ = [t0, t1] ∩ Tλ and µλ = supt∈[t0,t1]Tλ

µ(t). Assume

µλ(t)→ 0 as λ→ 0. (2.3)

In this case Tλ converges (e.g. in the Hausdorff metric) to a continuous time scale T0

(here we use the classification from [6]), and hence [t0, t1]Tλ becomes [t0, t1] in the limit
λ→ 0. For every Tλ consider the optimal control problem on the time scale [t0, t1]Tλ :

x∆ = f(t, x, u),

x(t0) = x,

Jλ(u) =
∫

[t0,t1)Tλ
L(t, x(t), u(t))∆t→ inf, u ∈ U(t0).

(2.4)

Along with (2.4), consider the corresponding continuous optimal control problem on
the interval [t0, t1]: 

dx(t)
dt = f(t, x(t), u(t)),

x(t0) = x,

J(u) =
∫ t1
t0
L(t, x(t), u(t))dt→ inf, u ∈ U(t0).

(2.5)

Denote Vλ(t0, x) and V (t0, x) to be the corresponding Bellman functions for these prob-
lems, given by (2.2). Our main result is the following theorem.

Theorem 2.1 Let Tλ be such that (2.3) holds. In addition, assume that

1) The functions f, fx and L are continuous on [t0, t1]× Rd × U ;

2) f and L are globally Lipschitz in x, with Lipschitz constant K > 0.

Then
Vλ(t0, ·)→ V (t0, ·) in Cloc(Rd), λ→ 0. (2.6)
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3 Proof of Theorem 2.1.

Without loss of generality, we assume that t0 = 0 and t1 = 1. Consider an arbitrary time
scale Tλ and an arbitrary admissible control uλ(t) on it. Let xλ(t) be a corresponding
admissible trajectory. Denote ũλ(t) to be the extension of uλ(t) to the entire interval
[0, 1]:

ũλ(t) :=

{
uλ(t), t ∈ [0, 1]Tλ ,

uλ(r), t ∈ [r, σ(r)), r ∈ RS.
(3.1)

This control is admissible for the problem (2.5). The proof of the main result will heavily
rely on the following two lemmas.

Lemma 3.1 Let x(t) be a solution of{
dx
dt = f(t, x, ũλ(t)),

x(0) = x0.

Then ∣∣∣∣∣
∫

[0,1)Tλ

L(t, xλ(t), uλ(t))∆t−
∫ 1

0

L(t, x(t), ũλ(t))dt

∣∣∣∣∣→ 0, λ→ 0. (3.2)

Proof. Fix ε > 0. Our goal is to show that the expression in (3.2) can be made less
than ε for all sufficiently small λ. Using Gronwall inequality and its analogue for time
scales [4], one can show that for any r > 0 there is C(r) > 0 such that

|xλ(t)| ≤ C(r), t ∈ [0, 1]Tλ , |x(t)| ≤ C(r), t ∈ [0, 1], |x0| ≤ r. (3.3)

The estimates (3.3) are uniform for all admissible controls, since U is compact. Therefore,
there is a constant C1(r) > 0 such that

|L(t, xλ(t), uλ(t))| ≤ C1(r), |f(t, xλ(t), uλ(t))| ≤ C1(r),

|fx(t, xλ(t), uλ(t))| ≤ C1(r), ∀t ∈ [0, 1]Tλ and λ ∈ Λ.
(3.4)

Then we have ∫
[0,1)Tλ

L(t, xλ(t), uλ(t))dt =

∫
[0,1)T\RS

L(t, xλ(t), uλ(t))dt

+
∑
r∈RS

L(r, xλ(r), uλ(r))µ(r).
(3.5)

In view of (3.4), ∑
r∈RS

L(r, xλ(r), uλ(r))µ(r) ≤ C1

∑
r∈RS

µλ(r),

which holds true regardless the sums are finite or infinite. Then

∑
r∈RS

L(r, xλ(r), uλ(r))µ(r) =

N∑
k=1

L(rk, xλ(rk), uλ(rk))µ(rk)

+
∑

k≥N+1

L(rk, xλ(rk), uλ(rk))µ(rk),

(3.6)
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where N = N(λ) ≥ 1 is chosen so that∑
k=N(λ)+1

µ(rk) ≤ µλ
2
. (3.7)

We now remove the right-scattered points, which appear in the sum (3.7), from the
time scale. By construction, their total ∆–measure does not exceed µλ

2 . Denote A =⋃
k=N(λ)+1[rk, σ(rk)). Clearly, |A| ≤ µλ

2 , where |A| stands for Lebesgue measure of A.

Denote B := [0, 1]\A.
Next, in the same way as it was done in (3.1), we may define a piecewise-constant

extension of xλ(t) to the entire interval [0, 1]. This extension is denoted with x̃λ(t).
Similarly, the function L(t, x, u), which is defined only for t ∈ Tλ, may be extended

to L̃(t, x, u), defined for t ∈ [0, 1]. Clearly, this extension satisfies the same bound

|L̃(t, x, u)| ≤ C. Therefore, using the results from [7, Theorem 2.9.],∫
[0,1]Tλ

L(t, xλ(t), uλ(t))∆t =

∫ 1

0

L̃(t, x̃λ(t), ũλ(t))dt.

Consequently,∣∣∣∣∣
∫

[0,1)Tλ

L(t, xλ(t), uλ(t))∆t−
∫ 1

0

L(t, x(t), ũλ(t))dt

∣∣∣∣∣
≤ Cµλ +

∫
B

∣∣∣(L̃(t, x̃λ(t), ũλ(t))− L(t, x(t), ũλ(t)))
∣∣∣ dt. (3.8)

Let us estimate the last integral in (3.8). The set B consists of a finite number
of right-scattered points (r1, . . . , rN ) and possibly intervals between them, consisting
of limit points. In view of (3.3) and the compactness of U , the functions f(t, x, u)
and L(t, x, u), without loss of generality, are defined on a compact set, hence they are
uniformly continuous. Therefore, there exists ε1 = ε1(ε) > 0 such that

|L(t, x, u)− L(s, x, u)| < ε, |f(t, x, u)− f(s, x, u)| < ε, if |t− s| < ε1. (3.9)

In view of (2.3), we can choose λ small enough so that µλ < ε1. Denoting B1 =

B \
⋃N
i=1[ri, σ(ri)), we have∫
B

L̃(t, x̃λ(t), ũλ(t))dt =

∫
B1

L(t, xλ(t), uλ(t))dt+

N∑
i=1

∫ σ(ri)

ri

L(ri, x̃λ(t), ũλ(t))dt.

Hence,∫
B

|L̃(t, x̃λ(t), ũλ(t))− L(t, x(t), ũλ(t))|dt ≤ K
∫
B

|xλ(t)− x(t)|dt+ ε, (3.10)

where we used (3.9) and the Lipschitz property of L. Now, we estimate the difference
|x̃λ(t)−x(t)|. Without loss of generality, assume that the time scale Tλ has the following
structure (Figure 1).

Here

1) the solid line indicates the line segments, which consist of limit points;
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Figure 1: The structure of time scale.

2) the dashed line indicates the line segments [ri, σ(ri)), i.e. ri are the remaining
right-scattered points;

3) the boldface solid line indicates the set of points which were removed, i.e. the set
A.

The argument is similar for other structures of time scales.

1) For t ∈ [0, r1] we have uλ(t) = ũλ(t), therefore x̃λ(t) = x(t).

2) For t ∈ [r1, σ(r1)), clearly x̃λ(t) = xλ(r1) = x(r1) and ũλ(t) = uλ(r1). It follows
from the integral representation of the solution

x(t) = x(r1) +

∫ t

r1

f(s, x(s), uλ(r1))ds

that x ∈ C2[r1, σ(r1)). Hence, using Taylor’s expansion with the remainder in the
Lagrange form, we obtain

x(t) = x(r1) + f(r1, x(r1), uλ(r1))(t− r1)

+ f ′x(s1, x(s1), uλ(r1)) · f(s1, x(s1), uλ(r1))
(t− r1)2

2
, (3.11)

for some s1 ∈ [r1, σ(r1)]. Here f ′x is the Jacobian matrix. It follows from (3.4) that

max
t∈[t0,t1]

|f ′x(t, x(t), uλ(t))f(t, x(t), uλ(t))| ≤ C2
1 . (3.12)

Thus, when t ∈ [r1, σ(r1)), we obtain

|x(t)− x̃λ(t)| ≤
∫ σ(r1)

r1

|f(t, x(t), uλ(r1))| dt ≤ C1µ(r1). (3.13)

But when t = σ(r1) we have

x̃λ(σ(r1)) = xλ(r1) + f(r1, xλ(r1), uλ(r1))µ(r1) = x(r1) + f(r1, x(r1), uλ(r1))µ(r1).

Thus, from (3.11) and (3.12) we get

|x(σ(r1))− x̃λ(σ(r1))| ≤ C2
1

µ2
λ(r1)

2
. (3.14)

3) For t ∈ [σ(r1), r2], it follows from (3.14) and Gronwall inequality

|x̃λ(t)− x(t)| ≤ µ2
λ(r1)

2
C2

1e
K(r2−σ(r1)). (3.15)
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4) For t ∈ [r2, σ(r2)) we may argue the same way as for t ∈ [r1, σ(r1)) to get

|x(t)− x̃λ(t)| ≤ µ2
λ(r1)

2
C2

1e
K(r2−σ(r1)) + µλ(r2)C1. (3.16)

|x(σ(r2))− x̃λ(σ(r2))| ≤ µ2
λ(r1)

2
C2

1 [(1 +Kµλ(r2))eK(r2−σ(r1)) + 1].

5) On the line segment t ∈ [σ(r2), rh1 ] we have

|x̃(rh1
)− x̃(σ(r2))| ≤ C1(rh1

− r2) = C1µ1, |x(rh1
)− x(σ(r2))| ≤ C1µ1,

|x̃λ(rh1
)− x(rh1

)| ≤ 2C1µ1 + (1 +Kµλ(r2))
µ2
λ(r1)

2
C2

1e
K(r2−σ(r1)) +

µ2
λ(r2)

2
C2

1 .

(3.17)

Continuing this procedure to the remaining intervals of Figure 1 for t ∈ [rh1
, r5], we have

the following estimate

|x̃λ(t)− x(t)| ≤ ((1 +Kµλ(rh2
))(1 +Kµλ(r3))2C1µ1

∗ eK((r4−σ(r3))+(r3−rh1 )) +
1

2
(1 +Kµλ(rh2

))eK((r4−σ(r3))µ2
λ(r1)C2

1

∗ eK((r2−σ(r1))+(r3−rh1 ))(1 +Kµλ(r2))(1 +Kµλ(r3)) +
1

2
(1 +Kµλ(rh2

))

∗ eK((r4−σ(r3))µ2
λ(r2)C2

1e
K(r3−σ(rh1 ))(1 +Kµλ(r3)) +

1

2
(1 +Kµλ(rh2

))

∗ eK((r4−σ(r3))µ2
λ(r3)C2

1 + 2C1µ2(1 +Kµλ(rh2
)) +

1

2
µ2
λ(rh2

)C2
1 )eK(r5−σ(rh2 )). (3.18)

Denote

Π := (1 +Kµλ(r1))(1 +Kµλ(r2))(1 +Kµλ(r3))(1 +Kµλ(rh2
)) . . . (1 +Kµλ(rN )),

where the product is taken over all right-scattered points of Figure 1. Then

ln Π ≤ K(µλ(r1) + µλ(r2) + µλ(r3) . . . ) ≤ K.

Note also that the sum of all powers of e that appear in (3.18) does not exceed K,
since those arguments involve the lengths of disjoint subintervals of [0, 1]. Consequently,
for t /∈ [rk, σ(rk)) we have

|x̃λ(t)− x(t)| ≤ µλ
(

ΠeKC1 +
1

4
ΠC2

1e
K

)
→ 0, λ→ 0. (3.19)

For t ∈ [rk, σ(rk)), arguing as in (3.19), we get

|x̃λ(t)− x(t)| ≤ µλ
(

ΠeK
(
C1 +

C2
1

4

)
+ 3C1

)
. (3.20)

Therefore, |x̃λ(t)− x(t)| → 0, λ→ 0, uniformly for t ∈ [0, 1]. Combining (3.8) and (3.10)
for any time scale Tλ and admissible control uλ(t) for (2.4), there is an admissible control
ũλ(t) for (2.5), such that

|Jλ(uλ)− J(ũλ)| → 0, λ→ 0. (3.21)

This completes the proof of Lemma 3.1. 2
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Lemma 3.2 For any admissible control u(·) for the problem (2.5) and for every time
scale Tλ there is an admissible control uλts(·) for the problem (2.4) such that

|J(u)− Jλ(uλts)| → 0, λ→ 0. (3.22)

Proof. Let uλts(·) be an arbitrary admissible control for the problem (2.4) and xλts(·)
be the corresponding trajectory. Similarly, let x(·) be an admissible trajectory of the
problem (2.5) which corresponds to the admissible control u(·). Then∫

[0,1)Tλ

L(t, xλts(t), u
λ
ts(t))∆t =

∫
[0,1)T\RS

L(t, xλts(t), u
λ
ts(t))∆t

+
∑
r∈RS

L(r, xλts(r), u
λ
ts(r))µ(r).

(3.23)

For |x0| ≤ R and t ∈ [0, 1]Tλ the estimates (3.4) hold for any fixed R > 0. Hence∑
r∈RS

L(r, xλts(r), u
λ
ts(r))µ(r) ≤ C1

∑
r∈RS

µλ(r), (3.24)

uniformly for all uλts(·). In particular, the sum in (3.23) is convergent, similarly to (3.6).
Once again, for every λ > 0 we choose N(λ) ≥ 1 such that

∑
k=N+1 µ(rk) ≤ µλ

2 .
As before, denote A =

⋃
k=N+1[rk, σ(rk)). Its Lebesgue measure is small: |A| ≤ µλ

2 .
Introduce B := [0, 1]Tλ\A. In other word, B contains only finitely many right-scattered
points r1, . . . , rN . Now, for any admissible u(·) and uλts(·) we write∣∣∣∣∣

∫ 1

0

L(t, x(t), u(t))dt−
∫

[0,1)Tλ

L(t, xλts(t), u
λ
ts(t))∆t

∣∣∣∣∣
≤ µλ +

∣∣∣∣∣
∫

[0,1]\A
L(t, x(t), u(t))dt−

∫
B

L(t, xλts(t), u
λ
ts(t))dt

∣∣∣∣∣ .
(3.25)

Fix ε > 0. By Luzin’s theorem, there is function uε(t), which is continuous on [0, 1]
and such that |Aε| < ε, where Aε := {t ∈ [0, 1] : u(t) 6= uε(t)} , λ(Aε) < ε. Denote Bε =
[0, 1]\Aε. Since f and L are uniformly continuous on the compact set [0, 1]×B(0, C1)×U ,
for any 0 < ε1 < ε there is 0 < ε2 = ε2(ε1) such that if |u− u1| < ε2, then

|f(t, x, u)− f(t, x, u1)|+ |L(t, x, u)− L(t, x, u1)| < ε1 (3.26)

for any t ∈ [0, 1] and |x| ≤ C1. Without loss of generality, assume that ε2 < ε1. Note
that uε(t) is uniformly continuous on [0, 1]. Therefore, one can find 0 < ε3 < ε2 such
that if |t− s| < ε3, then |uε(t)−uε(s)| < ε2. Note that, for sufficiently small λ, µλ < ε3.

We are now in position to construct a new admissible control uλc , which would take
into account the structure of Tλ. The construction is done separately on each of the
intervals as follows:

. for t ∈ A, i.e. for t ∈ [ri, σ(ri)), i ≥ N(λ) + 1, set uλc (t) := u(ri);

. for t ∈ [σ(ri), ri+1), i = 1, ..., N(λ)− 1, set uλc (t) = u(t);

. if t ∈ [ri, σ(ri)) and Bε ∩ [ri, σ(ri)) = ∅, define uλc (t) := u(ri), 1 ≤ i ≤ N ;
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Figure 2: The construction of control.

. finally, if t ∈ [ri, σ(ri)) and Bε ∩ [ri, σ(ri)) 6= ∅, for such 1 ≤ i ≤ N set uλc (t) :=
uε(t

i
ε), where tiε is an arbitrary point of the set Bε ∩ [ri, σ(ri)). Since tiε ∈ Bε, then

uε(t
i
ε) = u(tiε) ∈ U , therefore the control uλc (t) on [ri, σ(ri)) is admissible.

Figure 2 visualizes this construction. Here, on the x-axis, the intervals [ri, σ(ri)),
0 ≤ i ≤ N , are denoted with dashed lines, the set A is comprised of solid boldface
intervals, and the intervals, on which u(t) is continuous, are denoted with solid thin
lines. In addition, the graph of u(t) is dashed, and the graph of the new control uλc (t) is
solid.

In what follows, we are going to analyze the time scale, depicted in Figure 2. The
analysis is similar in other cases. Let xλc (t) be an admissible trajectory for (2.5). By
construction, uλc (t) is an extension (in the sense of (3.1)) of some admissible control
uλts(t) on the time scale Tλ. Then, it follows from (3.21) that

|Jλ(uλts)− J(uλc )| → 0, λ→ 0. (3.27)

Let us show that
|J(u)− J(uλc )| → 0, λ→ 0. (3.28)

We have∣∣∣∣∫ 1

0

(L(t, x(t), u(t))− L(t, xλc (t), uλc (t)))dt

∣∣∣∣ ≤ ∣∣∣∣∫
Aε

(L(t, x(t), u(t))− L(t, xλc (t), uλc (t)))dt

∣∣∣∣
+

∣∣∣∣∫
Bε

(L(t, x(t), u(t))− L(t, xλc (t), uλc (t)))dt

∣∣∣∣ . (3.29)

The first term in the right-hand side of (3.29) can be bounded by C1(R)|Aε| ≤ C1(R)ε.
We now estimate the second term in the right-hand side of (3.29):∣∣∣∣∫

Bε

(L(t, x(t), u(t))− L(t, xλc (t), uλc (t)))dt

∣∣∣∣ ≤ K ∫
Bε

|x(t)− xλc (t)|dt

+

∫
Bε

∣∣L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))dt
∣∣ . (3.30)
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Next, ∫
Bε

∣∣L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))
∣∣ dt ≤ C1(R)µλ

+

∫
Bε∩Ā

∣∣L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))
∣∣ dt (3.31)

and∫
Bε∩Ā

|L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))|dt

=

N−1∑
i=1

∫
[σ(ri),ri+1)∩Bε

|L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))|dt

+

N∑
i=1

∫
[ri,σ(ri))∩Bε

|L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))|dt. (3.32)

By construction of uλc , the first term in the right-hand side of (3.32) is zero, and some
of the terms in the second sum may vanish if there are no points from the set Bε in the
interval [ri, σ(ri)). Since µλ < ε3, by uniform continuity of uε(t) and (3.26), we have

N∑
i=1

∫
[ri,σ(ri))∩Bε

|L(t, xλc (t), u(t))− L(t, xλc (t), uλc (t))|dt ≤ ε1

N∑
i=1

µ(ri) ≤ ε1. (3.33)

Then from (3.30), (3.31) and (3.33) we have∫
Bε

|L(t, x(t), u(t))−L(t, xλc (t), uλc (t))|dt ≤ K
∫
Bε

|x(t)−xλc (t)|dt+C1(R)µλ+ε1. (3.34)

It remains to estimate the difference |x(t)− xλc (t)| in (3.34). We are going to do this in
the setting of Figure 2, the analysis in the general case is analogous.

1) For t ∈ [0, r1], u(t) = uλc (t), therefore x(t) = xλc (t).

2) For t ∈ (r1, σ(r1)], we have

|x(t)− xλc (t)| ≤
∫

[r1,σ(r1))∩Aε

∣∣f(t, xλc (t), u(t))− f(t, xλc (t), u(r1))
∣∣ dt

+

∫ t

r1

K|x(s)− xλc (s)|ds+

∫
[r1,σ(r1))∩Bε

∣∣f(t, xλc , uε(t))− f(t, xλc (t), uε(t
1
ε))
∣∣ dt

≤
∫ t

r1

K|x(s)− xλc (s)|ds+ 2C1(R) |[r1, σ(r1)) ∩Aε|+ ε1µ(r1),

where we used the uniform continuity of f on [0, 1] × B(0, C1) × U . Then by
Gronwall inequality, we obtain

|x(t)− xλc (t)| ≤ (ε1µ(r1) + 2C1(R)|[r1, σ(r1)) ∩Aε|)eKµ(r1) = δ1e
Kµ(r1), (3.35)

where δ1 = ε1µ(r1) + 2C1(R)|[r1, σ(r1)) ∩Aε|.
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3) For t ∈ [σ(r1), r2) we have |x(t)− xλc (t)| ≤ δ1eKµ(r1)eK(r2−σ(r1)).

Continuing this procedure to the remaining intervals of Figure 2 for t ∈ [r2, σ(r5)) we
have the following estimate

|x(t)− xλc (t)| ≤ (ε1µ(r1) + 2C1(R) |[r1, σ(r1)) ∩Aε|
× e{K(µ(r1)+(r2−σ(r1))+µ(r2)+µ(r3)+(rh2−σ(r3))+µ(r5)+(r3−rh1 ))}

+ (2C1(R) |[r2, σ(r2)) ∩Aε|+ ε1µ(r2))e{K(µ(r2)+µ(r3)+(rh2−σ(r3))+µ(r5)+(r3−rh1 ))}

+ 2C1(R)µ1e
{K((r3−rh1 )+µ(r3)+(rh2−σ(r3))+µ(r5))} + (2C1(R) |[r3, σ(r3)) ∩Aε|

+ ε1µ(r3))e{K(µ(r3)+(rh2−σ(r3))+µ(r5))} + 2C1(R) |[r5, σ(r5)) ∩Aε| eKµ(r5)

+ 2C1(R)µ2e
Kµ(r5) + ε1µ(r5)eKµ(r5). (3.36)

Once again, the sum of all powers of e in (3.36) does not exceed K, since it is the
sum of lengths of disjoint subintervals of [0, 1]. Altogether, for t ∈ [0, 1] we have

|x(t)− xλc (t)| ≤ (ε1 + 2C1(R)ε+ C1(R)µλ)eK . (3.37)

From (3.29)–(3.34) we get∣∣∣∣∫ 1

0

(L(t, x(t), u(t))− L(t, xλc (t), uλc (t)))

∣∣∣∣ dt
≤ K(ε1 + 2C1(R)ε+ C1(R)µλ)eK + C1(R)µλ + ε1 + C1(R)ε. (3.38)

Since ε and ε1 can be chosen arbitrarily small, we have |J(u)−J(uλc )| → 0, λ→ 0, hence
the proof of Lemma 3.2 follows from (3.27). 2

We now return to the proof of Theorem 2.1. In Lemma 3.1 we have shown that for an
arbitrary time scale Tλ and an arbitrary admissible control for the problem (2.4) uλ(t),
there is an admissible control ũλ for the problem (2.5), such that |Jλ(uλ) − J(ũλ)| =
ϕ(λ) → 0, λ → 0. Consequently, J(ũλ) ≤ Jλ(uλ) + ϕ(λ). Using the definition of the
value function, we have V (0, x) ≤ Jλ(uλ) + ϕ(λ). We may take the infimum over all
admissible controls to get V (0, x) ≤ Vλ(0, x)+ϕ(λ). There exists a uniformly converging
subsequence Vλn(0, x): Vλn(0, x) ⇒ V0(0, x), |x| ≤ r, with λn → 0 as n → ∞. Passing
to the limit as λn → 0, we have V (0, x) ≤ V0(0, x).

Let us show that inequality V (0, x) < V0(0, x) is impossible. By contradiction, assume
V (0, x) < V0(0, x). Then there are δ > 0 and n0 ≥ 1 such that for λn ≤ λn0 we have
Vλn(0, x) > V (0, x) + δ. However, for such δ > 0 we may construct an admissible
control u(t) for the system (2.5), such that J(u) + δ

2 < Vλn(0, x). For such u(t) we now

apply Lemma 3.2 to construct an admissible control uλnts , such that (3.22) holds. Then
for sufficiently small λn we have Jλn(uλnts ) < Vλn(0, x), which leads to a contradiction.
Therefore, V (0, x) = V0(0, x), i.e. any convergent sequence Vλn(0, x) has V (0, x) as its
limit. Since the family Vλ(0, x) is compact, we have Vλ(0, x) → V0(0, x), λ → 0, which
proves Theorem 2.1. 2
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