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under Quasi-Periodic Gravitational Modulation
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Abstract: The effect of quasi-periodic gravitational modulation on the convective
instability of polymerization front with solid product is studied in this paper. The
model we consider includes the heat equation, the concentration equation and the
Navier-Stokes equations under the Boussinesq approximation. The linear stability
analysis of the problem is carried out and the interface problem is established applying
the narrow zone method and the matched asymptotic expansions. The convective
instability threshold is determined using numerical simulation. It was shown that
the frequencies ratio has a significant effect on the convective stability domain. In
particular, the stability domain changes and undergoes a shift as the frequencies ratio
of the quasi-periodic modulation varies.
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1 Introduction

Frontal polymerization phenomenon is the process of converting monomer to polymer
via a narrow located zone, called reaction front [1]. The influence of periodic gravi-
tational modulation on the convective instability of polymerization reaction front with
solid product was studied in [2] and it was shown that the reaction front gains stability
for increasing values of the modulation frequency. In this paper, we investigate the in-
fluence of quasi-periodic (QP) gravitational modulation on the convective instability of
polymerization front with solid product. Such a QP modulation may result, for instance,
from the existence of two simultaneous vibrations consisting of a basic vibration with
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a certain frequency and of an additional residual vibration having another frequency,
such that the two involved frequencies are incommensurate. It is worth noticing that the
influence of QP excitation on the dynamics of mechanical systems and the transition to
chaos is studied in [3, 4].

To study the influence of QP gravitational modulation on the convective instability
of polymerization front with solid product, we consider a system of reaction-diffusion
equations coupled with incompressible Navier-Stokes equations. We notice that the case
considering the influence of QP gravitational modulation on the reaction front in porous
media has been examined in [5]. In this case [5], the system of reaction-diffusion equations
is coupled with the equations of motion taking into account the Darcy law.

It is worthy to point out that only few works have been devoted to examine the effect
of QP vibration on the convective instability. For instance, Boulal et al. [6] reported on
the effect of a QP gravitational modulation on the convective instability of a heated fluid
layer and it was shown that the frequencies ratio of QP vibration strongly influences the
convective instability threshold. Moreover, the influence of QP gravitational modulation
on convective instability in Hele-Shaw cell was analyzed in [7]. Similar study has been
made to investigate the thermal instability in horizontal Newtonian magnetic liquid layer
with non-magnetic rigid boundaries in the presence of a vertical magnetic field [8]. In
[6, 7], the original problem was systematically reduced to a QP Mathieu equation using
Galerkin method truncated to the first order. Since the Floquet theory cannot be applied
in the case of QP modulation, the approach used to obtain the marginal stability curves
was principally based on the harmonic balance method combined with Hill’s determinants
[9, 10].

Because one cannot truncate the problem under consideration to a QP Mathieu equa-
tion using Galerkin method and the Floquet theory as in [9, 10], the marginal stability
curves are obtained by using the approximately narrow zone method (Frank-Kamenetskii
method) and the matched asymptotic expansions. This approach leads to the interface
problem which is solved by numerical simulation.

To introduce a QP gravitational modulation, we consider that the acceleration acting
on the fluid is given by g+b(t), where g is the gravity acceleration and b(t) = λ1sin(µ1t)+
λ2sin(µ2t) in which λ1, λ2 and µ1, µ2 are the amplitudes and the frequencies of the QP
vibration, respectively.

This paper is organized as follows. In Section 2, the frontal polymerization model is
introduced. The linear stability analysis is performed in Section 3, while the interface
problem and the perturbation analysis are provided in Section 4. Results obtained by
numerical simulations are given in Section 5 and the last section concludes the work.

2 Frontal Polymerization Model

The propagation of polymerization reaction front with solid product submitted to a QP
gravitational modulation can be modeled by the system of equations

∂T

∂t
+ (v.∇)T = κ∆T + qW, (1)

∂α

∂t
+ (v.∇)α = W, (2)

∂v

∂t
+ (v.∇)v = −1

ρ
∇p+ ν∆v + g(1 + λ1 sin(µ1t) + λ2 sin(µ2t))β(T − T0)γ, (3)
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div(v) = 0, (4)

with the following boundary conditions

z → +∞, T = Ti, α = 0, and v = 0, (5)

z → −∞, T = Tb, α = 1, and v = 0, (6)

where the gradient, divergence and Laplace operators are defined as

∇ v =

(

∂v

∂x
,
∂v

∂y
,
∂v

∂z

)

, div −→v =
∂v1

∂x
+

∂v2

∂y
+

∂v3

∂z
, ∆ v =

∂2v

∂2x
+

∂2v

∂2y
+

∂2v

∂2z
.

Here (x, y, z) are the spatial coordinates, such that −∞ < x, y, z < +∞, T is the
temperature, α is the depth of conversion, v is the velocity of the medium, p is the
pressure, κ is the coefficient of thermal diffusivity, q is the adiabatic heat release, ρ is the
density, is ν the coefficient of kinematic viscosity, γ is the unit vector in the z-direction
(upward), β is the coefficient of thermal expansion, g is the gravitational acceleration,
T0 is a mean value of temperature, Ti is the initial temperature and Tb = Ti + q is the
temperature of the burned mixture. The reaction source term is given by

W = k(T )φ(α), φ(α) =

{

1, if α < 1,
0, if α = 1,

in which the temperature dependence of the reaction rate is given by the Arrhenius
Law k(T ) = k0exp(−E/R0T ) [11], where k0 is the pre-exponential factor, E is the
activation energy assumed to be sufficiently large and R0 is the universal gas constant.
It is assumed that the liquid monomer and the solid polymer involved in the reaction
are incompressible and the term of diffusivity in the concentration equation is neglected
so that the diffusivity coefficient is very small comparing to the coefficient of thermal
diffusivity.

We introduce the dimensionless spatial variables

x′ =
xc1
κ

, y′ =
yc1
κ

, z′ =
zc1
κ

,

t′ =
tc21
κ

, p′ =
p

c21ρ
, c1 =

c√
2
,

v′ =
v

c1
, θ =

T − Tb

q
, c2 =

2k0κR0T
2
b

qE
exp(− E

R0Tb

),

where c denotes the stationary front velocity, which can be calculated asymptotically for
large Zeldovich number [12]. For convenience, we drop the primes in variables, velocity
and pressure, so that the system (1)–(6) takes the form

∂θ

∂t
+ (v.∇)θ = ∆θ + Z exp

(

θ

Z−1 + δθ

)

φ(α), (7)

∂α

∂t
+ (v.∇)α = Z exp(

(

θ

Z−1 + δθ

)

φ(α), (8)

∂v

∂t
+ (v.∇)v = −∇p+ P∆v + PR(1 + λ1 sin(σ1t) + λ2 sin(σ2t))(θ + θ0)γ, (9)
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div(v) = 0, (10)

with the boundary conditions

z → +∞, θ = −1, α = 0, and v = 0, (11)

z → −∞, θ = 0, α = 1, and v = 0. (12)

Here P =
ν

κ
is the Prandtl number, R = gβqκ2/(νc3) is the Rayleigh number, Z =

qE/R0T
2
b is the Zeldovich number, δ = R0Tb/E, θ0 = (Tb − T0)/q, σ1 = 2κµ1/c

2 and
σ2 = 2κµ2/c

2.

3 Linear Stability Analysis

To perform the linear stability analysis, it is convenient to reduce the original problem
to a singular perturbation one assuming that the reaction zone is infinitely narrow and
the reaction term is neglected outside the zone [13]. To implement a formal asymptotic
analysis, it is convenient to choose ǫ = Z−1 as a small parameter ensuring the reaction
occurrence in a narrow zone.

We assume that the new independent variable is given by z1 = z − ζ(x, y, t), where
ζ(x, y, t) denotes the location of the reaction zone. Upon introducing the new functions
θ1, α1, v1, p1 such that

θ(x, y, z, t) = θ1(x, y, z1, t), α(x, y, z, t) = α1(x, y, z1, t),

v(x, y, z, t) = v1(x, y, z1, t), p(x, y, z, t) = p1(x, y, z1, t),

the problem (7)-(12) can be rewritten in the following form (the index 1 in the new
function is omitted)

∂θ

∂t
− ∂θ

∂z1

∂ζ

∂t
+ (v.∇̃)θ = ∆̃θ + Z exp

(

θ

Z−1 + δθ

)

φ(α), (13)

∂α

∂t
− ∂α

∂z1

∂ζ

∂t
+ (v.∇̃)α = Z exp

(

θ

Z−1 + δθ

)

φ(α), (14)

∂v

∂t
− ∂v

∂z1

∂ζ

∂t
+ (v.∇̃)v = −∇̃p+ P ∆̃v +Q(1 + λ1 sin(σ1t) + λ2 sin(σ2t))(θ + θ0)γ, (15)

∂vx
∂x

− ∂vx
∂z1

∂ζ

∂x
+

∂vy
∂y

− ∂vy
∂z1

∂ζ

∂y
+

∂vz
∂z1

= 0, (16)

where

∆̃ =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z21
− 2

∂2

∂x∂z1

∂ζ

∂x
− 2

∂2

∂y∂z1

∂ζ

∂y
+

∂2

∂z21

(

(

∂ζ

∂x

)2

+

(

∂ζ

∂y

)2
)

− ∂

∂z1

(

∂2ζ

∂x2
+

∂2ζ

∂y2

)

,

∇̃ =

(

∂

∂x
− ∂

∂z1

∂ζ

∂x
,
∂

∂y
− ∂

∂z1

∂ζ

∂y
,

∂

∂z1

)

, Q = PR.
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Using the matched asymptotic expansions, the outer solution of the problem (13)–(16)
is sought in the form

θ = θ0 + ǫθ1 + . . . , α = α0 + ǫα1 + . . . , v = v0 + ǫv1 + . . . , p = p0 + ǫp1 + . . . .

Moreover, to obtain the jump conditions toward the reaction zone, the inner problem
is considered assuming the stretched coordinate as η = z1ǫ

−1. Then, the inner solution
can be sought in the form

θ = ǫθ̃1 + . . . , α = α̃0 + ǫα̃1 + . . . , (17)

v = ṽ0 + ǫṽ1 + . . . , p = p̃0 + ǫp̃1 + . . . , ζ = ζ0 + εζ1 + . . . . (18)

Substituting these expansions into (13)-(16), we obtain to the leading-order the fol-
lowing inner problem

(

1 +

(

∂ζ0
∂x

)2

+

(

∂ζ0
∂y

)2
)

∂2θ̃1
∂η2

+ exp
(

θ̃1

)

φ(α̃0) = 0, (19)

− ∂α̃0

∂η

∂ζ0
∂t

− ∂α̃0

∂η

(

ṽ0x
∂ζ0
∂x

+ ṽ0y
∂ζ0
∂y

− ṽ0z

)

= exp
(

θ̃1

)

φ(α̃0), (20)

(

1 +

(

∂ζ0
∂x

)2

+

(

∂ζ0
∂y

)2
)

∂2ṽ0
∂η2

= 0, (21)

− ∂ṽ0x
∂η

∂ζ0
∂x

− ∂ṽ0y
∂η

∂ζ0
∂y

+
∂ṽ0z
∂η

= 0. (22)

The matching conditions as η → +∞ are given by

ṽ0 ∼ v0|z1=+0,

θ̃1 ∼ θ1 |z1=+0 +

(

∂θ0
∂z1

∣

∣

∣

∣

z1=+0

)

η, α̃0 → 0,

and as η → −∞, they read

θ̃1 ∼ θ1 |z1=−0 α̃0 → 1 ṽ0 ∼ v0 |z1=−0 .

From (21), we obtain
∂2ṽ0
∂η2

= 0.

One concludes that ṽ0(η) is a linear function of η and identically constant because the
velocity is bounded. Thus, the first term in the expression of the velocity is continuous
at the front.

Since the reaction is of order zero, one obtains φ(α̃0) ≡ 1. Multiplying (19) by
∂θ̃1
∂η

and integrating, we get





∂θ̃1
∂η

)2
∣

∣

∣

∣

∣

∣

+∞

−





∂θ̃1
∂η

)2
∣

∣

∣

∣

∣

∣

−∞

= 2A−1exp(θ1) (23)
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Subtracting (19) from (20) and integrating, we obtain

∂θ̃1
∂η

∣

∣

∣

∣

∣

+∞

− ∂θ̃1
∂η

∣

∣

∣

∣

∣

−∞

= −A−1

(

∂ζ0
∂t

+ s

)

, (24)

where

s = ṽ0x
∂ζ0
∂x

+ ṽ0y
∂ζ0
∂y

− ṽ0z.

From the last equations (23)-(24), the temperature jump conditions across the reaction
front can be calculated. Indeed, using the matching conditions above and truncating the
expansion as

θ ≈ θ0, θ1 |z1=−0 ≈ Zθ |z1=+0 , ζ ≈ ζ0, v ≈ v0,

the jump conditions read

(

∂θ

∂z1

)2
∣

∣

∣

∣

∣

+0

−
(

∂θ

∂z1

)2
∣

∣

∣

∣

∣

−0

= 2Z

(

1 +

(

∂ζ

∂x

)2

+

(

∂ζ

∂y

)2
)−1

exp (Zθ|0) ,

∂θ

∂z1

∣

∣

∣

∣

z1=+0

− ∂θ

∂z1

∣

∣

∣

∣

z1=−0

= −
(

1 +

(

∂ζ

∂x

)2

+

(

∂ζ

∂y

)2
)−1

.

4 The Interface Problem and Perturbation

Next, we consider the case of the solid product where the velocity is zero behind the
reaction zone, v ≡ 0 for z < ζ. In this case, we obtain the interface problem:

In the liquid monomer (z > ζ), we have the following system of equations

∂θ

∂t
+ (v.∇)θ = ∆θ, (25)

α = 0, (26)

∂v

∂t
+ (v.∇)v = −∇p+ P∆v +Q(1 + λ1 sin(σ1t) + λ2 sin(σ2t))(θ + θ0)γ, (27)

div(v) = 0. (28)

In the solid polymer (z < ζ), the system of equations is given by

∂θ

∂t
+ (v.∇)θ = ∆θ, (29)

α = 1, (30)

v = 0. (31)

While at the interface (z = ζ), the system of equations reads

θ |ζ−0 = θ |ζ+0 , (32)

∂θ

∂z

∣

∣

∣

∣

ζ=−0

− ∂θ

∂z

∣

∣

∣

∣

ζ=+0

=

(

1 +

(

∂ζ

∂x

)2

+

(

∂ζ

∂y

)2
)−1

(

∂ζ

∂t

)

, (33)
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(

∂θ

∂z

)2
∣

∣

∣

∣

∣

ζ−0

−
(

∂θ

∂z

)2
∣

∣

∣

∣

∣

ζ+0

= −2Z

(

1 +

(

∂ζ

∂x

)2

+

(

∂ζ

∂y

)2
)−1

exp(Zθ|ζ), (34)

vx = vy = vz = 0, (35)

with the conditions at infinity

z = −∞ : θ = 0, v = 0; z = +∞ : θ = −1, v = 0. (36)

This problem has a travelling wave solution in the form

(θ(x, y, z, t), α(x, y, z, t), v) = (θs(z − ut), αs(z − ut), 0)

(θs(z − ut), αs(z − ut)) =

{

(0, 1) , z2 < 0,
(exp(−uz2)− 1, 0), z2 > 0,

(37)

and

z2 = z − ut,

where u is the speed of the stationary reaction front. This solution, referred to as a basic
solution, is a stationary solution of (26), (28), (30)-(36) and

∂θ

∂t
+ (v.∇)θ = ∆θ + u

∂θ

∂z2
, (38)

∂v

∂t
+ (v∇)v = −∇p+ P∆v + u

∂θ

∂z2
+Q(1 + λ1 sin(σ1t) + λ2 sin(σ2t))(θ + θ0)γ, (39)

for the liquid monomer, and
∂θ

∂t
= ∆θ + u

∂θ

∂z2
, (40)

for the solid polymer.
To study the reaction front stability, we seek the solution of the problem in the form

of a perturbed stationary solution as follows

θ = θs + θ̃, p = ps + p̃, v = vs + ṽ, (41)

where θ̃, p̃ and ṽ are, respectively, small perturbations of temperature, pressure and
velocity.

Substituting (41) into (28), (38)–(40), we obtain to the first-order
for z2 > ξ :

∂θ̃

∂t
= ∆θ̃ + u

∂θ̃

∂z2
− ṽzθ

′

s,

∂ṽ

∂t
= −∇p̃+ P∆ṽ + u

∂θ̃

∂z2
+Q(1 + λ1 sin(σ1t) + λ2 sin(σ2t))θ̃γ,

div(ṽ) = 0,

for z2 < ξ :

∂θ̃

∂t
= ∆θ̃ + u

∂θ̃

∂z2
.



330 KARAM ALLALI, SAADIA ASSIYAD AND MOHAMED BELHAQ

We note

(θ̃, ṽz) =

{

(θ̂1, v̂z1), for z2 > ξ,

(θ̂2, v̂z2), for z2 < ξ,

and we consider the perturbation in the form

θ̂i = θi(z2, t) exp(j(k1x+ k2y), (42)

v̂zi = vzi(z2, t) exp(j(k1x+ k2y), (43)

ξ = ǫ1(t) exp(j(k1x+ k2y), (44)

where ki, (i = 1, 2) and ǫ1 are, respectively, the wave numbers (in x and y directions)
and the amplitude of the perturbation and j2 = −1. Linearizing the jump conditions by
taking into account that

θ |ξ=±0 = θs(±0) + ξθ′s(±0) + θ̃(±0),
∂θ

∂z2

∣

∣

∣

∣

ξ=±0

= θ′s(±0) + ξθ′′s (±0) +
∂θ̃

∂z2

∣

∣

∣

∣

∣

ξ=±0

,

we obtain up to the higher-order

θ̂2|z2=0 − θ̂1|z2=0 = uξ,
∂θ̂2
∂z2

∣

∣

∣

∣

∣

z2=0

− ∂θ̂1
∂z2

∣

∣

∣

∣

∣

z2=0

= −u2ξ − ∂ξ

∂t
,

u2ξ +
∂θ̂2
∂z2

∣

∣

∣

∣

∣

z2=0

= −Z

u
θ̂1|z2=0,

v̂2z |z2=0 = v̂1z |z2=0 = 0,
∂v̂z2
∂z2

∣

∣

∣

∣

z2=0

=
∂v̂1z
∂z2

∣

∣

∣

∣

z2=0

= 0.

By applying twice the operator curl to the Navier-Stokes equations, the pressure can
be eliminated. Considering only the z component in velocity in (38)–(40), one obtains
the following system of equations

∂θ̃

∂t
= ∆θ̃ + u

∂θ̃

∂z2
− ṽzθ

′

s, (45)

∂∆ṽz
∂t

= P∆∆ṽz + u
∂ṽz
∂z2

+Q(
∂2

∂x2
+

∂2

∂y2
)(1 + λ1 sin(σ1t) + λ2 sin(σ2t))θ̃γ, (46)

Substituting the perturbation forms (42)–(43) in the two last equations (45)-(46), we
obtain

∂

∂t

(

v′′ − k2v
)

− u(v′′′ − k2v′)− P
(

(v(4) − k2v′′)− k2(v′′ − k2v)
)

= (47)

−Qk2(1 + λ1 sin(σ1t) + λ2 sin(σ2t))θ,

∂θ

∂t
− θ′′ − uθ′ + k2θ = u exp(−uz2)v, (48)

where k =
√

k21 + k22 , and the boundary conditions

v′(0, t) = v(0, t) = 0, (49)

θ′(0, t) = −uθ(0, t) = 0. (50)
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Figure 1: The evolution of the maximum of temperature versus time for λ1 = 1, λ2 = 2,

P = 10, σ1 = 20,
σ2

σ1

=
√

2 and different values of R.

5 Main Results

Introducing the vorticity w = v′′ − k2v, the system of equations (47)–(50) becomes

∂w

∂t
− uw′ − P (w′′ − k2w) = −Qk2(1 + λ1 sin(σ1t) + λ2 sin(σ2t))θ, (51)

w = v′′ − k2v, (52)

∂θ

∂t
− θ′′ − uθ′ + k2θ = u exp(−uz)v (53)

with the following conditions

z = 0 : θ′ = −uθ, v′ = v = 0, (54)

z = L : θ = v = w = 0. (55)

In order to determine the stability threshold, we solve numerically the problem (51)–
(55) using the finite-difference approximation with implicit scheme. The onset of stability
is determined by evaluating the evolution of maximum of temperature versus time for
different values of the Rayleigh number R. The jump between bounded and unbounded
values of maximum of temperature leads precisely to the convective instability onset.

Figure 1 shows the maximum of temperature as function of time for different values
of the Rayleigh number R. It can be observed that the evolution of the maximum of
temperature becomes unbounded when the Rayleigh number exceeds a certain critical
value.

The critical Rayleigh number as a function of the amplitude of vibration λ2 is shown
in Figure 2 for P = 10, k = 1.5, λ1 = 5, σ1 = 5 and for different frequencies ratio.
It can be clearly seen that an increase of the frequencies ratio leads to an increase of
the stability region, especially in certain interval of the amplitude λ2 (approximately
between 7 and 20). In contrast, a decrease of the frequencies ratio produces instability in
the whole range of the amplitude λ2. This result indicates that for appropriate values of
parameters, a decrease in the frequencies ratio has a destabilizing effect on the reaction
front.
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Figure 2: The critical Rayleigh number versus the amplitude of vibration λ2 for λ1 = 5, P = 10,
σ1 = 5, k = 1.5 and for different frequencies ratio.

Figure 3: The critical Rayleigh number versus the frequency σ1 for λ1 = λ2 = 5, P = 10,
k = 1.5 and for different frequencies ratio (left); zoomed region (right).

The critical Rayleigh number versus the frequency σ1 is shown in Figure 3 for the
given values P = 10, k = 1.5, λ1 = λ2 = 5 and for different frequencies ratio. It
can be observed from this figure that in the absence of modulation, the modulated
critical value of the Rayleigh number RC ≃ 83 is found [2]. In the presence of QP
vibration, the convective instability boundaries are illustrated in the figure showing that
as the frequencies ratio decreases, the stability domain becomes larger and shifts toward
higher values of the frequency σ1. It can be concluded that the location of the stability
domain can be controlled by tuning the frequencies ratio. It is worthy to notice that this
phenomenon has not been depicted in the case where the reaction front propagates in
porous media [5]. It is interesting to notice that for large values of the frequency σ1, the
critical Rayleigh number tends to the unmodulated critical value RC which means that
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Figure 4: The critical Rayleigh number versus the amplitude of vibration λ2 for different wave
number and for P = 10, λ1 = 1, σ1 = 20, σ2

σ1

=
√

2.

Figure 5: The critical Rayleigh number versus the amplitude of vibration λ2 for P = 10, λ1 = 1
and σ2

σ1

=
√

3 (compare with the case σ2

σ1

=
√

2 in Figure 4); S: stable, U : unstable.

the case of QP modulation with high frequency σ1 is similar to the unmodulated case.
In Figure 4, we show the variation of Rc versus λ2 for different values of the wave

number. It can be observed that an increase of the wave number has a stabilizing effect
and gives rise to a new domain of stability.

The influence of the frequency ratio on the convective instability boundary is shown
in Figure 5 indicating that increasing the frequencies ratio increases significantly the new
domain of stability.

6 Conclusion

In this work, we have studied the influence of the QP gravitational modulation on the
convective instability of polymerization front with liquid reactant and solid product.
The model we have considered includes the heat equation, the concentration equation
and the Navier-Stokes equations under Boussinesq approximation. The Zeldovich Frank-
Kamenetskii method has been applied assuming that the reaction occurs in a narrow zone.
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A linear stability analysis was performed to determine the interface problem assuming
that the solution is chosen as a perturbed stationary solution. To find the convective
instability threshold, the reduced system of equations has been discretized using the finite
difference method with implicit scheme. The obtained numerical results have shown that
for fixed value of the amplitude λ1, an increase of the frequencies ratio stabilizes the
reaction front, especially for moderate values of the amplitude of vibration λ2. Instead,
a decrease of the frequencies ratio destabilizes the reaction front in the whole range of
the amplitude λ2. More interestingly, it was observed that decreasing the frequencies
ratio shifts the stability domain toward higher values of the frequency σ1. The influence
of the wave number on the convective instability of the reaction front was also examined
showing that, as in the periodic modulation case [2], an increase of the wave number has
a stabilizing effect and gives rise to a new stability domain.
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