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Abstract: The problems of permanence and ultimate boundedness for a class of
discrete-time Lotka—Volterra type systems with switching of parameter values are
studied. Two new approaches for the constructing of a common Lyapunov function
for the family of subsystems corresponding to a switched system are suggested. Suf-
ficient conditions in terms of linear inequalities are obtained to guarantee that the
solutions of the considered system are ultimately bounded or permanent for an arbi-
trary switching law. An example is presented to demonstrate the effectiveness of the
obtained results.

Keywords: population dynamics; ultimate boundedness; switched system; discrete-
time models; common Lyapunov function; linear inequalities.

Mathematics Subject Classification (2010): 92D25, 39A22, 39A60.

1 Introduction

The Lotka—Volterra type differential and difference equations systems are extensively
used in modeling of population dynamics [6, 7, 9, 12, 14, 15]. A very important ecolog-
ical problem associated with multispecies population interactions is the following one:
whether or not the densities of all species are bounded [5, 7, 9, 15]. Of particular interest
is the situation when there exists a bounded region in the phase space of the system,
such that every solution enters this region for finite time and remains within it thereafter.
Solutions of systems possessing this property are called ultimately bounded [6, 7].
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It is worth mentioning that, in the analysis of population models, it is important not
only to check the ultimate boundedness, but also to verify whether or not the considered
system is permanent [5, 7, 12, 17]. The permanence property, in addition to the ultimate
boundedness of densities of all species, implies that if initially all species are present,
even in very small quantities, then after a certain time some sizeable amount of each of
them will be present.

Conditions of ultimate boundedness and permanence are well investigated for Lotka—
Volterra type models with constant parameters, see, for example, [5-7, 9] and the refer-
ences cited therein. However, owing to many natural and man-made factors, such as fire,
drought, raining season, changing in nutrition, deforestation, radiation, etc., the intrinsic
discipline of biological species or ecological environment usually undergoes some discrete
changes of relatively short duration at some fixed times. For more adequate modeling
of such processes, stochastic, switched or impulsive systems are used [4, 8, 13, 17, 18].
The problem of ultimate boundedness and permanence analysis for these models is much
more complicated than that one for differential and difference systems with constant
parameters.

In the present paper, a discrete-time switched Lotka—Volterra type system is studied.
The system consists of a family of subsystems of difference equations and a switching law
determining at each time instant which subsystem is active. We will look for conditions
providing the ultimate boundedness or permanence of the considered system for an ar-
bitrary switching law. A general approach to the problem is based on the construction
of a common Lyapunov function (CLF) for the family of subsystems corresponding to
the switched system. This approach has been effectively used for the analysis of stability
and boundedness for many classes of switched systems, see, for instance, [1-3, 10, 11,
16], and the references therein. However, the problem of the existence of a CLF has not
got a constructive solution even for the case of family of linear time-invariant systems
[11].

In [3], for the investigated switched system, a special form of Lyapunov function
has been used. The sufficient condition in terms of linear inequalities was obtained to
guarantee the existence of a CLF in the prescribed form, and thereby to ensure that
solutions of the switched system are ultimately bounded or permanent for an arbitrary
switching signal. In the present paper, two different approaches for the constructing
of a CLF are proposed. The usage of these approaches permits to relax the ultimate
boundedness and the permanence conditions found in [3].

2 Statement of the Problem

Consider the switched difference system

zilk+1) =z (k)exp | b | 7+ 3 pDfi k) | |, i=1..m0 (1)

j=1

The system describes interaction of n species in a biological community. Here x;(k)
is the density of population ¢ at the kth generation; functions f;(z;) are defined for
z; € [0,400); 0 =o(k), k=0,1,..., with o(k) € {1,..., N} defines a switching law; cgs)
and pi;— ,s=1,...,N,i,7=1,...,n, are constant coefficients; h is a positive parameter
characterizing the transient time between two consecutive generations. Thus, at each
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time instant, the dynamics of (1) is described by one of the subsystems

zi(k+1) = zi(k)exp [h [ + 3 p fi(a (k) || i=1,...n, s=1,...,N. (2)

j=1

Subsystems of the form (2) are discrete counterparts of the continuous generalized Lotka—
Volterra ecosystem models [5-7, 12, 15]. It is known [6, 7, 12] that if the populations have
non-overlapping generations, then discrete time models are more appropriate than the
continuous ones. Moreover, they provide efficient schemes for the numerical simulation

of continuous processes.
(s)

i

characterize the intrinsic growth rate of the ith population; the
() <0 is justified by the natural

13
limitation of resources in the environment, the terms pz(-;-) fj(z;) for j # i measure influence
of population j on population i. It is supposed that environment fluctuations provoke
switching of the system parameters.

According to standard assumptions [6, 7, 15], we assume that functions f;(z;), i =
1,...,n, possess the following properties:

(i) fi(z;) are continuous for z; € [0, +00);

(ii) fi:(0) =0, and for z; > 0 the inequality f;(z;) > 0 holds, and

(iil) fi(zi) = 400 as z; = +oo.

By R? we denote the non-negative orthant of R"™; int R”} being the interior of R ;

x(k,x©) ko) denotes the solution of (1) starting from x(®) at k = ko; P, = (pgj))

In (1), coefficients ¢
introduction of self-interaction terms pgf ) fi(z;) with p

ij=1"
s = 1,...,N, are given matrices; and Bg = {z : z € int R}, |z]| < Q} for a given
positive number Q. For biological reasons, we will consider (1) in int R"} which is an
invariant set for this system.

Definition 2.1 System (1) is called ultimately bounded in int R} with the ultimate
bound R > 0 if, for any x(%) € int RY and kg > 0, there exists T > 0, such that
l|x(k, x© ko)|| < R for k> ko +T.

Definition 2.2 System (1) is called uniformly ultimately bounded in int R? with
the ultimate bound R > 0 if, for any @ > 0, there exists T = T(Q) > 0, such that
x(k, x(© ko)|| < R for all kg >0, x© € Bg, k> ko +T.

Definition 2.3 System (1) is called permanent if there exists a compact set D C
int R}, such that, for any x(0 ¢ int R and kg > 0, the solution x(k,x©) ko) of (1)
ultimately remains in D.

Definition 2.4 System (1) is called uniformly permanent if there exist numbers Ay
and Ag, 0 < A < Ay, such that, for any §; and d5, 0 < §; < d2, one can choose T' > 0
satisfying the following condition: if for the initial values of a solution x(k,x(?), kg) the

inequalities kg > 0, 01 < 2 < 09,4 =1,...,n, hold, then Ay < x;(k,x©) ko) < Ao,

%

i=1,...,n,for k> ko+1T.

Conditions of the ultimate boundedness and the permanence are well investigated
for individual subsystems from (2) without switching [5-7, 12]. The goal of the present
paper is the ultimate boundedness and the permanence analysis for switched system (1).
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3 Ultimate Boundedness Conditions

Sufficient conditions of uniform ultimate boundedness for switched system (1) have been
obtained in [3]. The case was considered when, for the functions fi(z1),..., fa(2zn), in
addition to the properties (i)—(iii), the following assumptions are fulfilled.

Assumption 3.1 Let fol @ dr < 4+o00,i=1,...,n

Assumption 3.2 The functions f;(z;) = fi(exp(z;)) satisfy the Lipschitz condition
with constant L for all z; € (—oo,+00),i=1,...,n

For example, the properties (i)—(iii) and Assumptions 3.1 and 3.2 are fulfilled for
functions f;(z;) =log(z; +1),i=1,...,n

Let us introduce the auxiliary matrices P, = (pgj)) whose entries are defined by
7,j=1

theformulaep( 5) *p(z) andp( s) *max{pl(;); 0} forj#4;i,5=1,...,n;s=1,...,N.

Thus, the matrices Py, ..., Py are Metzler ones [9, 10].
Consider the two families of linear inequalities systems

PH<0, s=1,....N, (3)

=T

P.'b<0, s=1,...,N, (4)
where § = (0,...,0,)T, b= (b1,...,b,)T. These inequalities in vector form are under-

stood to be component-wise. That is to say, a vector is less than zero if and only if so
is each component of the vector. For convenience, one can call a vector to be negative
(respectively, positive) if it is less (respectively, greater) than zero.

In [3], a CLF for (2) has been chosen in the form

n

Z/\ f— dr, (5)

where A1,..., A, are positive coefficients. By the usage of function (5), the following
theorem was proved.

Theorem 3.1 Let Assumptions 3.1 and 3.2 be fulfilled. If systems (3) and (4) admit
positive solutions, then there exists hg > 0 such that system (1) is uniformly ultimately
bounded in int R for any h € (0, ho) and for arbitrary switching law.

Remark 3.1 Necessary and sufficient conditions of solvability for inequality systems
of the form (3) and (4) with Metzler matrices have been found in [2, 10]. Furthermore,
in [2], an effective algorithm based on a modification of Gaussian elimination procedure
for the construction of positive solutions of such systems was suggested.

Remark 3.2 It is known [9] that if a matrix P is Metzler one, then the system of
inequalities P8 < 0 possesses a positive solution if and only if the system of inequalities
PTb < 0 possesses a positive solution as well. However, it is not true for the families
of inequalities (3), (4) [2, 3]. Generally, from the existence of a positive solution for
the inequalities (3) with Metzler matrices P1, .. P N, it does not follow that a positive
solution also exists for the corresponding inequahtles (4).
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In the present section, we shall suggest another approach for the constructing of a CLF
for family (2). The usage of this approach permits to relax the conditions of Theorem
3.1. In particular, we will prove that in the case when for functions fi(z1),..., fn(zn),
instead of Assumptions 3.1 and 3.2, an additional assumption is fulfilled, the existence of
a positive solution for (3) is sufficient to ensure that (1) is uniform ultimately bounded
for sufficiently small values of h and for any switching law. Thus, another condition of
Theorem 3.1, i.e., the condition of the existence of a positive solution for (4), can be
dropped.

Assumption 3.3 The functions fi(z) = filexp(z)) are continuously differentiable
for z; € (—00,400), and 0 < f/(2;) < L,i=1,...,n, where L is a positive constant.

Theorem 3.2 Let Assumption 3.3 be fulfilled. If system (3) admits a positive solu-
tion, then there exists hg > 0 such that system (1) is uniformly ultimately bounded in
int R for any h € (0, ho) and for arbitrary switching law.

Proof. Let a positive vector § = (61, ...,0,)T satisfy the inequalities (3). Then there

exists a number v > 0, suchthatz_lpw)O <—v,i=1,...,n,s=1,...,N.
Construct a CLF for (2) in the form
Va(z) = max fzézz) (6)

Function V3(z) is continuous for z € R, and Va(z) — +00 as ||z| — oo.

For some s in {1,..., N}, consider the difference of the function (6) with respect to
the sth subsystem from (2). Let X € int R}, and x(k) = (z1(k),...,zn(k))” be the
solution of the sth subsystem starting from x at k = 0. For every £k =0,1,..., find

By = max M

i=1,...,n 0;

*9

Denote by Ay a subset of {1,...,n} such that f;(x;(k))/0; = By for i € Aj, and
fz(xz(k))/Gz < By, for 4 ¢ Ak
Choose a nonnegative integer k. Let r € A, i € Ag41. We obtain

fi(wi(k + 1)) _ fr(wr(k))

AVy| = Va(x(k +1)) = Va(x(k)) = G X
_ (fi(wi(k+ 1) fi(xi(k))) N (fr(wr(k))  filzi(k)
0; 0; 0, 0;

_ (ﬁ-@i(m ) ﬁ-<yz—<k»> ) (fr(zr(k)) ﬁ-(m(k»)
0; 0; ;

< filyi(k) +9fikAyi(k))h Cl('s)‘f'Zﬁz(';)fj(-Tj(k)) _ (fr(xerr(k)) _ fi(fﬂi(k)))

j=1

< R+ Ea b)) (0 4 50 7y +Zpﬁ’9 I g L ()

91’ 7‘ 97"
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) (m(k» B fm(k)))

0, 0;
Flyi(k) + &aByi (k) () () ((frlxe(R)  filzi(k)
B (fr(fcr(k)) B fi(zi(k)))
0, 0;
_ filyi(k) +9fikAyi(k))h (Cgs) *'YBk) -~ <fr(5097;(k)) _ fz(zél(k))) (1 4 Lhﬁgf)) _
Here y;(k) = logz;(k), Ay;(k) = yi(k + 1) — yi(k), & € (0,1).
Let D= max max |ﬁ§f)|,
s=1,..., Ni=1,...,n
0< hy < L, (7)

LD

and h € (0,hg). Then there exists a positive number H, such that AVj < 0 for

Ix(k)|| > H and for all s =1,..., N.
Define the constants M and M; by the following formulae:

’(5)

&

Va(z), M;>M+hL max max
s=1,..,Ni=1,....n

max
ZERY, |z||<H i
Consider the region G = {z : z € int R}, V5(z) < M;}. We obtain that Va(x(k+1)) < M,
if ||x(k))|| < H, and Va(x(k + 1)) < Va(x(k)) if ||x(k))|| > H. Hence, once a solution
x(k,x) ko) of (1) enters into G at k = k; > ko, it remains within the region for k > ;.

Choose a positive number (). We will show that there exists T’ = T'(¢)) > 0 such that
Vo (x(k, x(0) ko)) < M, for all kg >0, x(¥) € Bg and k > ko + T(Q).

Let U = maxepr , |z<q V2(2). If U < My, then we can take T'(Q) = 0.

Now consider the case when U > M. If Va(x(k,x?, ko)) > M, for k = ko, ko +

1,...,k, then the inequalities
My < Va(x(k,x?, ko)) < Va(x©) — p(k — ko) < U — p(k — ko)

hold, where
p=— max max A‘/Q‘ > 0.
s=1,..N z€R}, M1<Vs(z)<U (s)
Hence, k < ko+ (U —M,)/p. By taking T(Q) = (U — M) /p, one gets Va(x(k, x(0) kq)) <
M; for k > ko + T(Q). Thus, system (1) is uniformly ultimately bounded in int R’}.

Corollary 3.1 Let cz(-s) <0,i=1,...,n; s = 1,...,N, and Assumption 3.3 be
fulfilled. If system (3) admits a positive solution, then there exists ho > 0 such that the
zero solution of (1) is globally asymptotically stable in int R} for any h € (0, ho) and for
any switching law.

(s)

i

Remark 3.3 In the case when all the coefficients ¢
is sufficient to consider the nonstrict inequalities

are negative, instead of (3), it

P./<0, s=1,...,N. (8)
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Corollary 3.2 Let cz(-s) <0,i=1,...,n; s = 1,...,N, and Assumption 3.3 be
fulfilled. If system (8) admits a positive solution, then there exists ho > 0 such that the
zero solution of (1) is globally asymptotically stable in int R} for any h € (0, ho) and for
any switching law.

4 Permanence Conditions

(s

4

In this section, we consider the case when, in system (1), parameters c ) and pl(;)

an additional restriction.

satisfy

(s)

7

>0, and p{¥ > 0for j # 4;

Assumption 4.1 The following inequalities are valid ¢ i

i,j=1,...,n;s=1,...,N.

Theorem 4.1 Let Assumptions 3.3 and 4.1 be fulfilled. If system (3) admits a pos-
itive solution, then there exists ho > 0 such that system (1) is uniformly permanent for
any h € (0, hg) and for arbitrary switching law.

Proof. Let for a constant hg the condition (7) be valid. Choose a number h € (0, hg),
and counsider the corresponding switched system (1).

According to the proof of Theorem 3.2, there exists Ag > 0, and for given positive
numbers §; and J2, 0 < §; < J2, one can find 7 > 0 and T" > 0, such that if the initial
values of a solution x(k:,x(o), ko) of (1) satisfy the conditions kg > 0, 61 < xEO) < b9, 1=
1,...,n, then 0 < z;(k,x© k) <n, i=1,...,n, for k > ko, and 0 < z;(k,x© ky) <
Ag,i=1,....n,fork>ky+T.

The fulfilment of the Assumption 4.1 implies the existence of positive numbers § and
B, such that cgs)+p§f)fi(zi) >Bfor0<z2<4,i=1,...,n;s=1,...,N. Hence, if 0 <
z;(k,x©) ko) < § forsomei € {1,...,n}, then z;(k+1,x) ko) > z;(k, x(9, ko) exp(hf).

et (s) (s)

o= apiny iz (47 4P Ae)

@, min min iy (” +5{ fi(=0).
We obtain that 2;(k+1,x©, kg) > dexp(hw) for k > ko, 2;(k,x©) ko) >6,i=1,...,n,
and z;(k + 1,x©) ko) > dexp(hd) for k > ko + T, z;i(k,x©) ko) >6,i=1,...,n.

Therefore, there exists T > T, such that A; < z;(k,x©) ko) < Ay, i =1,...,n, for
k > ko + T, where A; = § min {1; exp(h@)}. This completes the proof.

Consider one more approach for a Lyapunov function constructing which permits to
use for the verification of the permanence property system (4) instead of system (3).

Theorem 4.2 Let Assumptions 3.2 and 4.1 be fulfilled. If system (4) admits a pos-
itive solution, then there exists ho > 0 such that system (1) is uniformly permanent for
any h € (0, ho) and for arbitrary switching law.

Proof. For a constant hg, let the condition (7) be valid, and h € (0, hg). Consider
the corresponding switched system (1).
Choose a positive vector b = (by,...,b,)T satisfying the inequalities (4). There exists

a number v > 0, such that Z?Zlﬁgj-)big -v,7=1,...,n,s=1,...,N.
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Construct a CLF for (2) in the form

= Zbi log z;. (9)
i=1

Function V3(z) is defined and continuous for z € int R’}

For some s in {1,..., N}, consider the difference of the function (9) with respect to
the sth subsystem from (2). Let X € int R7, and x(k) = (z1(k),...,zn(k))T be the
solution of the sth subsystem starting from x at £k = 0. We obtain

(o) = Valx(k + 1)) = Va(x(k) = Y _bi (log ik + 1) — log z;(k))

=1

AV3

=0 b | &>l Fias (k) | = th &+ hz <Z bsz(j)) Fi(xi(k))
Jj=1 7

i=1

<hY bl by fi(s(k))
i=1 j=1

Hence, there exists a positive number H, such that AVj
alls=1,...,N.

’(S) < 0 for ||x(k)|| > H and for

Let
A _ H h (5) (5)
s, e (40 a e | .
1= ax V(z) =log A

In a similar way as in the proof of Theorem 3.2, it can be shown that for any @ > 0
there exists T = T(Q) > 0, such that if the initial values of a solution x(k,x(®), k) of
(1) satisfy the conditions ko > 0, x(*) € Bg, then Vs(x(k,x© ko)) < M for k > ko +T.

The fulfilment of the Assumption 4.1 implies the existence of positive numbers § and
B, such that cgé) +p”)f1(zz) >Bfor0< 2z <d,i=1,...,n; s =1,...,N. Hence, if
0 < z;(k) < § for some i € {1,...,n}, then x;(k +1) > zz( ) ex (hﬂ). Without loss of
generality, we assume that § < 1.

In the case when z;(k) > 4, the following estimates hold

x;(k+1) > z;(k)exp (h (pgf)fz(acz(k)))) > x;(k)exp (—hDﬂ(yl(k)))

> x;(k) exp (*hD(L|yi(k)| + f}(O))) > A§UHRLD.

Here y;(k) = logz;(k), A = exp(—hD max;—1,... » fi(1)).

Let positive numbers d; and 2, 91 < d2, be given. Choose the numbers 77 =
T1(61) > 0 and Ty = T5(d2) > 0, such that if kg > 0, §; < x(o < b, 1t =1,.
then x;(k,x(©), ko) > N1 TED i =1,... n, for k > ko + T, and V3( (k,x©), ko)) < M1
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for k& > ko + T>. By taking T = max{Ty; T}, we obtain Ay < z;(k,xO ko) < A,
i=1,...,n, for k> ko +T. Here Ay = A§HHLD  and

> o\ VP
Ay = max (exp(Ml)/A]i# ) .

This completes the proof.

Remark 4.1 The fulfilment of Assumption 3.2 (Assumption 3.3) with a single con-
stant L for all z; € (—o0, +00), 4 = 1,...,n, is quite severe constraint on the admissible
functions fi(z1),..., fn(zn). It is worth mentioning that in a similar way the conditions
of permanence can be obtained in the case when, for every r > 0, functions f}(zz) satisfy
Assumption 3.2 (Assumption 3.3) for z; € (—oo,7), i = 1,...,n, with the constant L(r),
and L(r) — 400 as r — +oo. However, in this case, we can not guarantee the perma-
nence property for all solutions of (1). For any @ > 0, there exists a number hy > 0,
such that for any h € (0, ho) the conditions of Definition 2.4 are fulfilled only for d2 < Q.

5 Example

In (1) let n = 3, and the family (2) consists of two subsystems with the matrices

-1 a 0 -3 1 0
Pi=10 -2 1/, P.=| 0 -1 1
1 0 -3 d 0 -4

Here a and d are positive parameters. In this case, P = Py, P, = Py.
On the one hand, it is easy to verify that the system P16 < 0, P26 < 0 admits a
positive solution if and only if

a<3, d<12, ad<4. (10)

On the other hand, for the existence of a positive solution for the system FlTb <0,

§2Tb < 0 it is necessary and sufficient the fulfilment of the inequalities
a<6, d<9, ad<]18. (11)

The regions (10) and (11) in the parameter space are nonoverlapping. Thus, this
example shows that Theorems 4.1 and 4.2 complement each other.

6 Conclusion

In this paper, a discrete-time Lotka—Volterra type system with switching of parame-
ter values is studied. The conditions are determined under which the system is ulti-
mately bounded or permanent for any admissible switching law. Two new approaches
for Lyapunov functions constructing are proposed. By the usage of these approaches,
the theorems on the ultimate boundedness and permanence conditions are proved. These
theorems complement each other and relax the known ultimate boundedness conditions
found in [3]. The interesting direction for further research is the extension of the obtained
results to switched biological models of more general form.
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1 Introduction

In recent few decades, researchers have developed great interest in fractional calculus
due to its wide applicability in science and engineering. Tools of fractional calculus
have been available and applicable to deal with many physical and real world problems
such as anomalous diffusion process, traffic flow, nonlinear oscillation of earthquake, real
system characterized by power laws, critical phenomena, scale free process, description
of viscoelastic materials and many others. For more details about fractional calculus we
refer to [3HBL 70112, 13,16,18].

In the present paper, we study the convergence of the Faedo-Galerkin approximations
of solutions to the nonlinear fractional order Sobolev type evolution equation

dq

() + gt u®)] + Au(t) = f(u(), 0<t<T <00, 0<g<1,

u(©) = ¢, (1)
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in a separable Hilbert space (H,| - ||,(-,-)), where A is a closed linear operator
defined on D(A) which is dense in H. We assume that linear operator —A is
the infinitesimal generator of analytic semigroup {S(¢); ¢ > 0} in H. The functions
f and g are continuous functions and satisfy certain assumptions stated later in Section 2.

The Feado-Galerkin approximations of solutions of the particular case of (Il) in which
g = 0, have been established by Muslim [9]. Author in [9] has discussed the convergence
of Feado-Galerkin approximation of the solution to the equation

B
j?u(t)—i—Au(t) — f(tu(t), te[0,T], 8 € (0,1), @)

u(0) = ¢ (3)

under the assumption that —A generates an analytic semigroup of bounded linear oper-
ators defined on a Banach space H and f satisfies certain conditions.

The existence and uniqueness of solution and approximation of solution of functional
differential equation

Slu(t) + gt u)] = —Ault) + (6 u(t), >0,
uw(0) = ¢, (4)

have been discussed by D. Bahuguna and Reeta in [2] with the assumption that —A
generates an analytic semigroup and f and ¢ satisfy the conditions such that f and A%g
satisfy the Lipschitz condition on C([0,T] x D(A%); H).

This paper is organized as follows: we present some basic definitions, lemmas, the-
orems and assumptions required to establish the convergence result as preliminaries in
Section 2. The existence and uniqueness of the approximate solutions are proved using
semigroup theory and fixed point theorem in Section 3. In Section 4, we prove the con-
vergence of the solution to each of the approximate integral equations with the limiting
function which satisfies the associated integral equation and the convergence of the ap-
proximate Feado-Galerkin solutions will be shown in Section 5. In the last section we
consider an example as an application.

2 Preliminaries and Assumptions

In this section we provide some basic definitions, results and assumptions on f and g
which will be used in the later sections.

Definition 2.1 The fractional derivative of f : [0,00) — R in the Caputo sense of
order g is defined as

1 t
‘DIf(t) = 7/ t— )™M (s)ds, 5
i f(t) F(m_q)o( ) (s) ()
form—1<qg<m, me N, t>0, with the following property:
m—1
“D{f(t) = DI[f(t) = Y [ (0)gur1(D)], (6)

k=0
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where D{ denotes the Riemann-Liouville fractional derivative of order ¢ defined as

dm ‘
fo(t):dt—mﬁ/o(t—s)m_q_lf(s)ds, t>0, m—1l<g<m (7)

Definition 2.2 [14]. A function v € C(]0,T]; H) is said to be a mild solution of
equation () if it satisfies

u(t) = Sq(t)(¢+g(0,¢))—g(tw(t))Jr/O(t—S)q‘lATq(t—S)g(Sw(S))ds

+ / (t — )7V Ty(t — 5)f (s, u(s))ds, € [0,T),
0
u(0) = ¢, (8)

S,(t) = /0 h ¢, (0)S(t90)d0, T,(t) =q /O b 0¢,(6)S(t70)do.

Here (,(0) is a probability density function defined on the interval (0, c0), satisfying the
following properties

e ((0) >0, 6 € (0,00) and [~ (0)dO = 1;

o (y(0) = 107177 x 1y (071/7) > 0, where

I'(ng+1)

_ 1 [e%s) n—1p—nqg—1
$a(6) = e, (-1 gt

sin(nmq), 0 € (0, 00).

Now, we consider some assumptions on A, f and g.
Assumptions on A: We assume that linear operator A satisfies the following con-
ditions.

(A1) Ais a closed, positive, self-adjoint linear operator from the domain D(A) C H into
H such that D(A) is dense in H. We assume that A has the pure point spectrum

0<X <A< Ao,

where \,, — 00 as m — oo and a corresponding complete orthonormal system of
eigenfunctions {u;}, i.e. Au; = \ju; and < u;, u; >= d;;, where d;; is defined as

0, i+ j,
b = #J
1, i=j.

These assumptions on A imply that — A generates an analytic semigroup, therefore
there exist constants M > 1 and d > 0 such that

|S(t)|| < M e~%, t>0.

So —A is an infinitesimal generator of analytic semigroup. We assume without loss
of generality that ||S(t)| is uniformly bounded by M, i.e. ||S(t)]| < M for ¢t > 0
and 0 € p(—A), where p(—A) denotes the resolvent set of —A. If required, for ¢ > 0
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large enough, we may add cI to A, then —(A + ¢I) is invertible and generates a
bounded analytic semigroup. Also for ¢ > 0, we have

[AS@)

<
[A*S@I - <

Mot (10)

The set of all continuous functions from [0, 7] into X, denoted by Cr = C([0,T]; X)
is a Banach space under the supremum norm given by

[¥llr = sup [[¥@)], ¥ € Cr.
0<t<T

Also, it can be shown easily that C$ = X*(T) = C([0,T]; D(A%)) is a Banach

space endowed with the supremum norm

[¥ll7,0 = sup [[¢(t)]as ¥ € CF.
0<t<T

It follows that A%, 0 < « <1, can be defined as a closed linear invertible operator
with domain D(A®) which is dense in H. D(A%) < D(A%), for 0 < a < w such
that embedding is continuous. Also, it can be easily shown that D(A%) is a Banach
space with norm ||z|| = ||[A%z| and this norm is equivalent to the graph norm of
A%, For more details on the fractional powers of closed linear operator, we refer to
Pazy [10].

Assumptions on f and g: We list the following assumptions on f and g:

The nonlinear map f : [0,T] x D(A%) — H satisfies a local Lipschitz-like condition

1t 2) = f( 9l < Fr(t)|z -yl

T, o (11)

and
£t )|l < Fr(?), (12)

for all t € [0,T], =, y € Br(X*(T), ), where Br(X*(T),¢) := {u € X*(T) :
|lu—¢|lr, o < R}, and Fg(t) : RT — RT is a nondecreasing function depending on
R.

For (t,xz) € [0,T] x D(A®), there exist positive constants L and 3, 0 < a <
B < 1 such that the function A%g is a continuous function satisfying the following
conditions

1A%g(t,x) — APg(s, )| < L{t = 5] + ||z — ]

T, a} (13)

and
LjA=P| <1, (14)

for all t€ [0,T], v € (0,1] and x,y € BR(X“(T), ®), L is a constant.

Lemma 2.1 [Zhou and Jiao [T4)J] For any fized t > 0, S4(t) and T4(t) are bounded
linear operators such that ||Sq(t)z|| < Mlz| , |T4(t)z] < F(ql—%HxH and [|A“T,(t)x| <

rqi(]\fig((f:s)))fqa for all x € D(A®) , where M is a constant such that ||S(t)|| < M, for all

te0,T].
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3 Existence and Uniqueness

In this section, we establish the existence and uniqueness of the solution to every ap-
proximate integral equations of ([Il) by using Banach fixed point theorem.

Let H,, denote the finite dimensional subspace of the Hilbert space H which is spanned
by {ug,u1, -+ ,u,} and let P*: H — H, for n =1,2,---, be the corresponding projec-
tion operators. Let 0 < Ty < T < oo be arbitrary but fixed constant chosen is such a
way that

B = APg(t 1
{Og?;o}l\ g(t, o), (15)
o 1-¢)R
1(8,(0) ~ DA + a0 < T (16)
8 - T(;I(ﬁ*a) Tg(lia)
A PULTY 4+ Mqqqo_ L B)———— M ,Fr(T
H || 0 + 1+a BOI( R+ )(ﬂ—a) + [e] R( )02 (170[)
R
< (1 - g)ga (17)
(‘)1(5_04) g(l—a)
Miiq_gLCl—— M Fr(T)Co—— < 1—¢,(1
1+a—p Cl(ﬁ—a) + R( )02(1_a)< §(8)
a— D / I'{l—(a— I'2—«
Where LHA B||:§<1,R: R2+||¢i||,01:%,02:m
We define
gn : [0, T] x D(A®) — H, such that g, (¢, u(t)) = g(t, P u(t)) (19)
and
fn:0,T] x D(A%) — H, such that f,(¢t,u(t)) = f(t, P u(t)), (20)
for each n.

Now, we consider a map @,, on Br(X%(Tp), ¢) defined by
Qu(u)(t) = St)(¢+gn(0,0)) — gn(t, (t) + /0 (t — )7 ATy (t — 5)gn(s, u(s))ds
+/ (t— s)qfqu(t — 8) fn(s,u(s))ds, t € [0, Ty], (21)
0

for each n =0,1,2,---.

Theorem 3.1 Let the assumptions (A1)-(A3) hold. Then there exists a constant Ty,
0 <Tp < T and a unique fized point u,, € Br(X“(Ty),¢) of the operator Q, for all n
i.e. Uy, satisfies the approximate integral equations

lO) = S0 +0,0,6) — (b)) + [ AT,

0
! TQ(t B S)fn(saun(s))
+/O (t—s) 4 ds,

te [O,To], (22)

for eachmn =0,1,2,---.
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Proof. First we prove the continuity of the map ¢ — Q,u(t) from [0, Tp] into D(A*)
with respect to norm || - ||o. For any u € Br(X*(Ty), ¢) and t1, ta € [0,Tp] with ¢ < to,
we have

Aa[(Qnu)tQ - (Qn’UJ)tl]

= Aa[(sq(té) - Sq(tl))(¢+g(oa¢))]
A”‘_ﬂ[Aﬂgn(tz u) — AP gy (1, )]

/t (tg — 8)17 1T, (t2 — s) AMTP[AP g, (s, u(s))]ds

*/ (b2 — )77 = (1 — ) Tyt — ) AT (A g, (5, u(s))]ds

[}

Jr/ (tr — 8)17 T, (ts — ) — Ty(ts — s)]AF=P[AB g, (s, u(s))]ds
0

+/2 2 = 8)TT AT, (t2 — 5) fu(s, u(s))ds

ty

/ (ta — )71 — (t1 — 8)T7 AT, (ta — 8) fu(s,u(s))ds

" / (t — )T A [Tyt — ) — Ty(ts — 5))fuls, uls))ds,
0
= K +Ky+ K3+ K4+ K5+ K¢ + K7 + Ks.

Hence, we have

8
[(@nu)tz — (Qnu)ti]] < Z || K- (23)
We have
Ky = A%[(S4(t2) — Sq(t1))(¢ + 9(0, )],

_ / (0 / 46111 AS(t70) A6 + 9(0, ¢))dt]db,

taking norm on both the sides, we get (see [7, p. 101] and [8, p. 437])

il < [T G e A @A + (0,0 e

< M, / 0-6,(0) / 0= 4G+ g(0,0)) | dta,
Ca M, 1 ) (1 o)
< CaMagll A+ 9(0,9)) Ity + (ta — 1)1~ (22 — 1),
< CaMag||A(¢ + 9(0,0)) 5707 (g — 11)70 7, (24)

and
[ Kall < [[A*P|[|AP gn(ta, u) — A%gn(tr,u)l| < LIA“P||(ts — t2)". (25)
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Further, we have

and

(pae]l

to

< CigMisas / (2 — )21 AP g, (s, u(s)) |ds,
t1
~ to — t1)9(B—)

< CMypo_pl(R 1 By 21

(B-a)

Ky = / (b2 — 8)7" — (11 — )T A BT, (b5 — 5) AP g (s, u(s))ds.
0

Taking norm on both the sides, we get

(e

IN

IN

<

t1
CraMisars / {(tr — )00+t — )1 (1, — 5)a1]
0

><||Aﬂ9n(57u(5))~||}d57
C1gMita-p[(LR + B)]

t1
8 / (t1 — 8) "9 [(ty — 5)97 1 — (t; — 5)9"]ds,
0

17

(26)

ChqM 4o g[(LR + B)]/O 1 (tr — ) H(ta — )™M — (t1 — s)”¥]ds,

where A\=1—-¢(l14+a—p), u= #Jrla—ﬁ) (see Muslim, [8] and El-Borai [9]).
Hence, after some calculations we get

1Kall < CraMia—pl(LR + B)Jué* (1= b) 707 (1 — )00,

where b = (1 — (%)ﬁ) and 0 <¢§ < 1.

Similarly,

|Ks5]| < CrgMisa—g[(LR+ B)Ju1dy* 71 (1 — by) ~907#0) =1 1y — ¢)20700),

where iy =14+ a—f,br = (1— (4)™7) and 0 < 61 <1 (see [89]).

K|l < / (ta — )T AT, (12 — )| uls, u(s)) s,

t1
(ty —t)20—)

< Fr(MMaCo s

Also, we notice that

K7

<

IN

IN

IN

/0 1((152 = 8)17 = (b= 8)T ATy (2 — $)|[|fu(s, u(s)) |1 ds,
Maczq/o 1((’52 =) 171 = (t1 = 8)T7)(tr — )71 fu(s, uls))llds,

t1 , , ,
MaC2FR(T)q/ ((ta = s) 772N — (1 — 5) 7122 (11 — s)1 7V ds,
0

Mo CoqFR(T)padl? (1 — by) Mol =1 (g — gy )Ma(tmm2)

(27)

(28)

(29)

(30)
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1

by = (1— (/;\—?)m), 0<d2<1,and

1

K8l < /0 'ty — ) A T, 2 — ) — Tyl — )] s, u(s)) s,

’ _ _ 1_q
where Al =1- qo, o = m,

IN

t1
ngMaFR(T)/ (t1 — s)q_l[(tg —8)71% — (t; — 5)"%ds,
0
CoqMo Fr(T)ads ™ (1 — by) "9 =Lty — ¢;)30=) (31)

where b3 = (1 — (%)q%) and 0 < 03 < 1. Using @24)-@B1) in 23], we get that (Qnu)
is Holder continuous on [0,7p]. Hence the continuity of the map ¢t — (Qnu)(t) is
proved. Next we show that @, (Br(X*(T),¢)) C Br(X*(Tp),¢). For any element
u € Br(X*(Tp), ¢), we have
(@nu)(t) = Glla [1(S4(t) = 1)A%(¢ + gn(0,9))|
A% | A%, (0, 8) — APga(t,u(t))]

+ / (t = 8)T [ AOBT, (¢ — 5) | A% o (s, u(s)) | ds
0

IN

IN

+ / (t = 8Tyt = 3) ol fu(s, u(s)) |ds,

[(Sq(t) = 1)A% (¢ + gn (0, @)
H A A% g0 (0, ¢) — APgu(t, u(®))]

t
+M1+a—601Q/ (t =)= AP g (s, uls))|ds
0

IN

t
+MaCag / (t — 81001 £ (5, u(s)) | ds,
0

1(Sq(t) = 1) (¢ + gn(0, 9))|| + [A* P L{TG + [Ju(t) — ¢|I}
q(B—a)

(6 — )

IN

Mo sCi{(LR + B)}

q(l-a)

+M,CoFp(T) (i’ "

R.

IN

Taking supremum over [0, Tp], we get

1(@nu) = ¢llzy, o < R. (32)

This implies that Q,(Br(X*(Tv), ¢)) C Br(X*(Tv), ¢).
In the next step, our aim is to show that @, is a strict contraction mapping on
Br(X(Ty),¢). Let for all ¢t € [0,Tp] and uy, us € Br(X“(1y), ¢), we have

1(@nur)(t) = (Quu2)()lla < AP || A%gn(t,u1) — APgn(t, us)l|

+/O (t = &)1 AT, (t = )| [ A7gn (s, ua(s)) — A% gu(s, uz(s))|]ds

+/O (t = 8) T HIAT(t = )| fn(s,ua(5)) = fuls, uz(s))llds, (33)
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From the assumptions (A2) - (A3), we have
1A% gn (8, u1) = A%gn(t,u2) || < Lljua() = ua(t)lla < Lllur — u2llm, o (34)

[fn(s;ur) = fuls, u2)|l < Fr(T)[Jui(s) — uz(s)a < Fr(T)[lur — uallzy, a- - (35)
Using inequalities (34) and (33]) in (33), we get

T‘Z(ﬂ_a)
1Qus() = Quua®le < [14™] Lt Moy LC
q(1—a)
+ Mo Fr(T)Co——]|lu1(t) — ua(t)]|a- (36)
(I-a)
Taking supremum over [0, Tp], we get
q(B—a)
1Qutts — Quuzllry, o < (A L+ Mo sLCio0—
nlU1 nU2||Ty, 0 = I+a—p Y(B-a)
61(1—@)
M Fr(T S — -
+ r(T)Co (1_a)]||U1 uz||T,, (37)

We use ([IB)-(I8) in the inequality (B7) and get that @, is a strict contraction
on Br(X“(Ty),¢). Hence, by the fixed point theorem, there exists a unique u, €
Br(X*(Tp), ¢) such that @, u, = u,. which implies that u,, satisfies the integral equation
@2) for each n =1,2,--- . This completes the proof of the theorem.

Lemma 3.1 Suppose that assumptions (Al) — —A(3) are satisfied. If ¢ € D(A%),
where 0 < o < 1, then uy,(t) € D(AY) for all t € (0,Ty] with 0 < v < 1. Furthermore, if
¢ € D(A) then u,(t) € D(AY) for all t €0, Tp] with 0 < v < 1.

From Theorem 3.1l we have that there exists a unique u,, € Br(X%(Tp), ¢) such that
uy, satisfies the equation ([22). Theorem 2.6.13 in Pazy [10] implies that T'(¢) : H —
D(AV) fort > 0and 0 < v < 1 and for 0 < v <n <1, D(A") C D(A"). From the
assumption (A3) we have that the map t — A%g(t, u,(t)) is Holder continuous on [0, 7]
with the exponent p = min{y,v}. It is easy to see that Hélder continuity of u,, can be
established using the similar arguments from equation (23), (30)-@I). From Theorem
4.3.2 in Pazy [10], we have

/Ot(t —5)17 T, (t — ) AP g (s,u,)ds € D(A).

Also from Theorem 1.2.4 in Pazy [10], we have that T'(t)z € D(A) if + € D(A). The
result follows from these facts and the fact that D(A) C D(AY) for 0 < v < 1.

Corollary 3.1 Suppose that (Al), (A2) and (A3) are satisfied. If ¢ € D(A®) with
0 < a < 1, then for any to € (0,Tp] there exists a constant Uy, such that

[ A un ()] < Ut

for all to <t < Ty independent of n, where 0 < a < v < .
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Proof. Let us assume that ¢ € D(A*). Applying A¥ on both the sides of ([22) and
using [@)—(Q) for ¢ € [to, To] and a < v < 3, we obtain

lun(®lle < 1A"Sy(£)(6 + gu(0, DI + AP APgu(t, )]
t
4 / (t = $)T LAV BTy (1 — 8)||[[ AP ga(s, un) |ds
0
t
+ / (t = $)T L AVTy(t — )] fa(s, un) |ds,
< M (6l + lgn (0, ) + 1AV (L + B)]
N g(ﬁ*v) Tg(lfv)
M _4(L B M. Fp(T
+Miqo-p(LR+ )Cg(ﬂfv) + M, CaFr( )(171))
S Utoa
I'(l—v+4p I'(2—v
where C3 = 71115”(71&%), Cy = 7F1J£q(1jv).

Again, for t € [0,Tp] and 0 < v < a, ¢ € D(AV) and

lun®)lle < MIAYSl + 190(0,9)l0) + | AP |[[LR + B]

_ OIJ(B—U) Tg(l—v)
Miyy—p(LR+ B)C M,CyFr(T
+Miyy (LR + B) 3(571})4- 1FR( )(171))

S Uto .

Furthermore, we have if ¢ € D(A?) then ¢ € D(A) for 0 < v < 8 and required result
can be proved easily.

4 Convergence of Solution

In this section we will show the convergence of the solution u, € X*(Tp) of the approx-
imate integral equations (22]) to a unique solution u(-) € X*(Tp) of the equation ().

Theorem 4.1 Let the assumptions (A1)—(A3) hold. If ¢ € D(A¥), then for any
tg € (0, TQ],

lim sup [un(t) — um(t)[la = 0.
n—0o0 {n>m, to<t<To}

Proof. For n > m, we have
A un(t) —um(t)] = Sq(t)A%(9n(0,9) — gm(0,9))
t

+ ; (t — S)q_l X [AOH_qu(t - S){gn(syun) - gm(sa um)}]ds

t
+/ (t — )1 P AT, (t — 8) [ fu(5,un) — (8, um)]ds. (38)
0
Now, let 0 < @ < v < B, then we have

”fn(taun) - fm(tvum)” an(t,un) - fn(taum)H + ”fn(tvum) - fm(taum)Ha

<
< Fr(D)[lun(t) = um@)llo + [[(P" = P™ )um(t)]|a-
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Also,
1P = P um(®)]la < A*A(P" = P™)A"un(t)] < N aIIA”um( |-
Thus, we have
[ fn(tstn) = fon (& um) Il < Fr(T)[[[un(t) — wm ()]o + AU w=a A um (@Ol (39)

Similarly,

1A% g (, un) = APgun (8, um) | < Llllun(t) = tan(®) o + [ A" um (B)]]]. (40)

1
A @
From (38), 39) and @Q) and for 0 < t, < to, we have

l[tn(t) = wm(B)lla < [1Sg(E) A% (9n (0, ¢) = gm (0, 9))]|

< IS4 000.0) = 9 0.0+ 41 4%, 1, 10,) = AP,
/ ’ / JI AT, (¢ — 8)]| % [| A% Ga(5, n) — A g5, ) )
+([ " / )t = 51U AT (¢ — )| ful5, ) — Fn(, ). (41)

The first term of (@) is estimated as

1S9(t)A%(gn (0, 0) — gm(0,0))| < M| A*P||[|APg(0, P"¢) — APg(0,P™¢)||
< MJ|A“P|L||(P" — P™)A%||. (42)

We estimate the first and third integrals as

’

tO
/ (t = &) AT (¢ — )| AP gn (s, un) — AP gm(s, um) | ds
0

< 2Mi4o_pC1q(LRy + By) X (to — to)1P= ¢, (43)

.
/0 (t— )T ATyt — )| [ fu(Srttm) — Fon(50m) s
< 2M,CoFRr(T)q(to — to)1 0= "1, (44)

From the second and fourth integrals, we have

t
[ = AT )47 (5 0n) — A5,
t

0

t
< Myyo5LCig / (8= 5)7 7O M fun (5) = wm () o + g 4" (s)|Jds
t

0

)\I/—Ot
m

U T‘]( @) t
< Myya sLCiq( o[ = 6) 3 ), (45)
tO

)\1/ « (ﬁ—a
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and

t
[ 6= AT = 9l 00) = (s, s

0

< MaFa(T)Ca [ (6= 974 s () = (5} +

0

AU, d
N e A% () s

U, 73"~
Nl )
Using (@2)—@6)) in (&I)), we obtain
lun(t) = um(®)lla < MIA*P||[[(P" = P™) A%

< Mo Fr(T)Cag( [ = ) — (). (46)

HIA* PN L] Jun(t) = wm(t)lla + N QHA”Um( )II]
Mita—5C1q(LR1 + B1)  M,CoFg(T)q Uy
2 - . t M,
T g - e 10 Mar s
n t( MaqCoFr(T) n M1+a7ﬂqLC1)
(t — s)aa=DF1 " [ — g)ala—p)+1
X[lun(s) = um(s)llalds, (47)
where
61(1—&) TQ(B—a)
Meao g = M Fr(T)C: Mo pgLC 48
N: R(>2(1—a)+ 1+a—p8 1(5— ) (48)
Also, we have ||A°~#||L < 1. Therefore inequality (7)) becomes
A A*—h Uy
nt - Um t [} S — 1M Pm * + @ L—
Jont) = Ol < g LI = P)A%] + A4 L
MHa,gC’lq(LRl + Bl> MQCQ(]FR(T> , U/
+2 7 + 7 to + Ma,
( (to — ty)ale—F)—1 (to — to)q(a—l)—l) 0 ﬁ)\l’ o
N t( MoqCoFr(T) N M1+Q_BL01q)
(t — s)aa=DF1 (¢ — g)ala—p)+1
X[[[un(s) = um(s)lla]ds}. (49)
Taking supremum over [to, Tp], we get
sup || (t) = um(t)]la
te(to,To)
L P - Py A + A
S m (o7 _"_ a— Py
(= A7 L) %
+2(M1+a7ﬁ01Q(LR1+B1) M,CoqFr(T) ) + Mo s Uy
(tO _ t'O)q(a—,ﬁ)—l (tO _ té)q(a—l)—l )\u «
b MaqCoFR(T)  Miya_sLqCy
Tt + gl — i, ods) (50)
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Applying Gronwall’s inequality to the above inequality, taking m — oo, we obtain
lim sup [un(t) — um(t)|la
M= In>m, to< t < To}
2 M1+a,g01(LR1 + Bl) MQCQFR(T>

< ; g tox C, (51
S ToTA PO (to = fya@ T (g —tp)ste-n-1)0 ¥ & (B

where C is arbitrary constant. The right hand side of inequality (5I) may be made as
small as possible by taking ¢, (as t, is arbitrary) sufficiently small. This completes the
proof of the theorem.

Corollary 4.1 Let assumptions (A1) — (A3) hold. If ¢ € D(A), then

sup | A% [un(t) — um @)]]| — 0,
{n>m, 0<t<To}

as m — oQ.

Proof. In this case, we have

1Sq(t)dlla < M| ¢|la- (52)

Then from the inequality (52)), Lemma (BI) and Corollary (BI) we get that in the proof
of Theorem (£1]), we can take ty = 0 to get the required result.

Theorem 4.2 Suppose that (A1) — (A3) are satisfied and ¢ € D(A®). Then, there
exist To, 0 < Ty < T and a unique function u € X“(Ty) such that u, — u as n — 0o in
X%(Ty) and u € X*(Tp) satisfies the equation (8) on [0, Tp)].

Proof. Let ¢ € D(A%). Since A%u,(t) — A%u(t) as n — oo, for 0 < ¢ < Ty and
un(0) = u(0) = ¢ for all n. Since u,, € Br(X“(Tv), ¢), it follows that u € Br(X*(Tp), ¢).
Further, for any 0 < ty < Ty, we have

sup [Jun(t) = u(®)lla = 0.

{to<t<To}
Also,
an(taun)_f(tau)ll = Hf(t,P"un)—f(t,u)H,
< Fr(D)[lun — ulla + [[(P™ = DNulla], (53)
and
1A gn(t un) = A%g(tu)|| = [|A"g(t, P un) — APg(t, u)],
< Lflfun —ulla + |(P" = Dull]. (54)

Taking supremum on [tg, Ty, we get

sup |[fu(t,un) = fFGW) < Fr(D)[lun — ullzy, o + [(P" = Dullzy, o,
{to<t<To}

— 0,
as n — oo and

sup | A9 (t,un) — A%g(t, )|l < Lllun — ullzy, o + [(P" = Dullzy,al,
{to<t<To}

— 0,
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as n — 0o0. Now, for 0 < ¢y < t, we may rewrite ([22)) as

up(t) = Sq((bJrgn(O,d)))gn(t,un)+(/00+/t )(tfS)qflATq(tfs)gn(s,un)ds

to t
— 8 -1 — 8 S, U S.
+</0 +/to><t YTt — 8) fa (5 un)d (55)
‘We have
n / (t— )T AT, (t — 5)gn(s, un)ds|| < / (t— 5T ATt — 5)]
< (1148 g (s, ) s,
< Mi_C{(LR+B)}I¢" 'to,  (56)
and
to to
n / (t— )T (¢ — ) fuls, un)ds] < / (£ — )Tyt — )] fn (52 100l s,
< MC{(LR+ B)}TE ', (57)

where €] = CU48) and ¢ = Thus, we have

_q
I'(1+4¢p) T'(1+q)"

Hun(t) - Sq(t)(¢ + gn(oa ¢)) + gn(ta un) - / (t - S)Q71ATq(t - S)gn(sa Un)ds

- / (t— )T (¢ — ) fu(s, wn)ds|

< My_sCi{(LR + B)}T{ 'ty + MCyFr(T)TZ to.

Let n — o0, in the above inequality, we get
lu(t) = Sq()(& + 9(0, ) + g(t, ult)) — [y, (t = )7 AT, (t — s)g(s, u(s))ds

- / (t— )T, ( — 5) £ (s, u(s))ds]

to
< My_sC,{(LR+ B)}TE" 't + MOy Fp(T)T{ o, (58)
Since 0 < to < Ty is arbitrary, we get that u satisfies the integral equation (8]).
Now, let ¢ € D(A). Corollary 1] implies that there exists u € X*(Tp) such that

un, = uin X*(Tp). Since u, € Br(X*(Ty), ) for each n, u is also in Br(X*(Tp), ¢).
Further, we have

sup  ||fu(tun) — fEw)| < Fr(T)[llun — ully, o + |(P" = DullTy, ol
{0<t<Ty}

— 0, as n — oo, (59)
and

sup ([ A%gn(t,un) — APg(t,u)l| < Llun —ullzy, o + I1(P" = Dullz, o,
{0<t<Ty}

— 0, as n — oo. (60)
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Using (B9), @) and 22)), we obtain
ult) = $4(1)(6 +9(0.0)) = glt.u(t) + [ (6= 5" ATyt = )g(s. u()ds
+/0 (t — )17 T, (t — 5) f(s,u(s))ds. (61)

Hence, this completes the proof of the theorem.
Now, we shall show the uniqueness of the solution to equation (BI)). Let u; and us
be the two solutions of (6Il). We have

w(t) —us(t) = —{glt,un(t) — glt, ua(t))}
+/krww*An@fﬁmwmn—g@uM@
0

+A@—ﬂﬂ42@—$ﬁwmﬂ—f@UM%,

and thus
14T () — ua®)| < 1A AP0t ur (1) — APg(t, ua(t))]
+A“$qWMH“ﬁ%@$WA%@wDA%@mﬂws
+A@—$“WNTN—QWﬂwm—f@mww
< 1A L un () — us(t)]

t
+Aﬂ+u—BCLLq/R@—-ﬁqw‘a**HUNﬂ-—U2@ths
0
t
H@&@Wﬂ/@*ﬁ“”ﬂmwfwwmﬁ
0

Since ||A%~#||L < 1, therefore we obtain

[[ur () — ua(t)|a

/{Ml-i-a sC1gL | MoFr(T)Caq
(17L||Aa A1) t—s)l-aB—a) T (t — g)l-a(1=0)

Hiua(t) = uz ()] ads].
Applying Gronwall’s inequality, we obtain

[ur(t) —ua(t)]la =0
for all 0 < t < Ty. From the fact

l[ur(t) = ua (B[] < /\alltu( ) = ua(t)]|as

therefore, u; = ug on [0,7p]. The proof of the theorem is complete.
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5 Faedo-Galerkin Approximation

In this section, we will discuss the Faedo-Galerkin approximations of solutions and prove
some convergence result for such approximations.

We know that for any 0 < Ty < T, we have a unique u € X%(Tp) satisfying the
integral equation

u(t) = Sq(t)(¢+g(0,¢))—g(t,U(t))Jr/O(t—S)q‘lATq(t—S)g(Sw(S))ds

+A%thungf@w@»@, (62)

Also, there is a unique solutions u, € X®(Tb) of the approximate integral equations
W) = SuO6 +9200.6) ~ 00t 1) + [ (0= ) AT~ 5)gn (5,00 (5))s
+]£t(ts)qlig(ts)fﬁ(s,un(s))ds. (63)

We apply the projection on the above equation, then Faedo-Galerkin approximation is
given by v, (t) = P™u,(t) satisfying

Plup(t) = wn(t) = Sq(t)(P"¢ + P"g(0, P"¢)) — P"g(t, vn(t))
+/ (t — 8)7LAT,(t — s)P"g(s,vn(s))ds
0

+/ (t —8)1 1T, (t — s)P™ f(s,vn(s))ds. (64)
0

Let the solution u of ([62) and v, of (64]) have the representation

u(t) = Y ei(tu,  ai(t) = (u(t),u;) i=0,1,2,---, (65)

%

Il
=)

o (t) = ol ug, ol (t) = (vp(t),u;) 1=0,1,2,--, (66)

3

-

i
=]

K2

Using (68)) in (©4]), we obtain a system of fractional order integro-differential equation of
the form
d4

212 (@ (0) + 97 (8, ag (1), a1 (1), ) + X' (1) = fi*(ag (1), o1 (B)..., @), (67)

;' (0) = ¢, (68)

where

g?(ta Otg(t), a?(t)"'v O‘Z)) = (g(ta Z O‘?(t)ui)v ui)v
1=0

FHag (), af (t).ap) = (f(t, Y af (ui), i),
=0

and ¢; = (¢, u;), for i =1,2,--- ;n. The system ([@0)—(G8]) determines the o (t)’s.
As a consequence of Theorems Bl and [4.1] we have the following convergence result.
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Theorem 5.1 Let (A1) — (A3) hold and ¢ € D(A%). Then there exist functions
vn, € C([0,Tp], D(A%)),

0nlt) = S0P+ Pg(0, P76)) — Pg(t,va(1)
+ /Ot(t —8)T L AT, (t — s)P"g(s,vn(s))ds
+ /Ot(t - S)qfqu(t —8)P"f(s,vn(s))ds, t€0,To]
and u € C([0, Tp], D(A%)),
ult) = 5406 + (0, 6)) — b, ) + [ (¢ o)1~ ATy - s)als, o))
# [t T = (s as, te 0.7

such that v, — u in C([0,Ty], D(A*)) as n — co.

Now, we show the convergence of o (t) — «;(t). Consider the following

A u(t) = oa(8)] = A°[Y_(u(t) — af (8))ui] = Y AT (i(t) — af (t) Jui.
1=0 1=0

Therefore, we have
A% [u(t) — v ()]I* = D AT (i(t) — a7 (£))*
i=0

We have the following convergence theorem.

Theorem 5.2 We have the following result:
(a) If p € D(A%) for all to € (0,Tp)], then

lim sup (37X {ai(t) — al (1)} =0.

N0 10 <t<Tp i

(b) If € D(A) for all t € [0, Tp], then

lim sup [ A?*{ai(t) — o (t)}?] = 0.

n— o0
0<t<To {5

The assertion of this theorem follows from the facts mentioned above and the following
result.

Proposition 5.1 Let (H1)— (H3) hold and let Ty be any number such that 0 < Ty <
T, then we have the following.

(a) If ¢ € D(A®) for all ty € (0,Tp] then

lim = sup || A%[vn(t) — vm(8)]]| = 0. (69)

N=0 n>m, to<t<T
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(b) If € D(A) for all ty € [0,To] then

lim sup || A%vn(t) — vm(t)]]| = 0. (70)

nN=00 n>m, 0<t<T

Proof. For n > m, we have

I A% [vn (t) — vm (D]

| A% [P un (t) = P um (B)]]],
< P un(@) = um@llla + | (P = P™)tm () |a,

< un (@) = wm (@)l + /\ﬁl,al\ AU (71)

If ¢ € D(A%), then the result in (a) follows from Theorem [l If ¢ € D(A), (b) follows
from Corollary 11

6 Application

Consider the following partial differential equation of fractional order of the form

%[u(t,x) — Au(z, t)] + Au(x,t) = F(z,tu(t,z)),0<q<1, (72)

u(z,0) = ug, x € 9, (73)

with the homogenous boundary conditions. Were € is a bounded domain in the R with
sufficiently smooth boundary 92 and A is N-dimensional Laplacian and function h is
sufficiently smooth in all arguments. We take X = L?(Q) and let A be the operator
defined as —Au = Awu with the domain

D(A) = H*(Q) N Hy (). (74)
Then equation ([2)) can be written as

%[v(t)+Av(t)]+A20(t) = F(t,o(t)), (75)

v(0) = wup. (76)

It is well known that A is not invertible but (A + cI) is invertible and ||(A+cI)~ Y| < C
for large enough ¢ > 0. Therefore equation (75) can be written of the form (II) with
g(t, v) = (1 —c)(A+cl) v and f(t, v) = cA(A+cl)"to+ F(t, (A+cl) tv). Ttis
easy to see that operator A satisfies (A1) and f and g satisfy (A2) and (A3) respectively.
By applying the results of the earlier sections, we have the existence of Faedo-Galerkin
approximations and their convergence to the unique solution of (72))-(Z3]).
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1 Introduction

The notion of a dynamic graph (not on a time scale) was introduced by D.D.Siljak (see [I]
and bibliography therein). This notion was justified by the fact that it makes possible
to present the effect of interconnections between subsystems of a complex system on
its whole dynamics in a more precise way (see [3]). In a series of works that followed
paper [1I] (see [2] and bibliography therein) the idea of a dynamic graph for continuous
complex system was extended for controlled and other systems.

This paper is aimed at establishing stability conditions for a dynamic graph on a
time scale (see Bohner and Peterson [4] and bibliography therein) in terms of the matrix
Lyapunov function and the principle of comparison (see [5] and bibliography therein).
The paper is arranged as follows.

Section 1 presents a notion of dynamic graph as a one-parameter mapping of the space
of graphs with N nodes into itself. In the analysis of the dynamic graph this mapping is
referred to as a motion of the corresponding dynamic graph.

In Section 2 a notion of motion stability of a dynamic graph is introduced together
with a notion of stability of an equilibrium adjacent matrix of dynamic graph. The latter
is considered in the case when the properties of the dynamic graph are studied in terms
of the adjacent matrix.

Section 3 deals with a partial case of the dynamic graph, i.e. the dynamic graph on a
time scale. This type of dynamic graphs is considered for the first time and the necessity
of introducing these objects is caused by the presence of a series of unsolved problems
on stability of complex systems, whose subsystem interconnections are changing in time
continuous-discrete mode.

In Section 4 a method of matrix-valued function is proposed to solve the motion
stability problem for the dynamic graph on a time scale. The essence of this method
is that the problem on stability of an equilibrium graph of the given dynamic graph is
replaced by a simpler problem on stability of the equilibrium state of a matrix equation.
The answer to the question when the solution of the second problem guarantees the
solution of the first one is given in Section 5. Also, in this section the procedure of
constructing an auxiliary equation is specified.

In Section 6 the application of the theory of dynamic graphs to the modeling of time-
varying interconnections between subsystems of complex system of Lotka-Volterra type
is proposed for the first time. A mathematical model is constructed in the form of a
dynamic graph for the equilibrium adjacency matrix of which the existence conditions
are established as well as the sufficient stability conditions.

2 The Description of a Dynamic Graph

Consider a weighted directed graph (later referred to as a graph) D = (V, E) which is
an ordered pair where V is a nonempty finite set of N nodes and FE is a set of the ribs
of the graph. The nodes (vi,v2,...,vn) tie the ribs of the graph (v;,v;) so that each
rib is oriented from v; to v; at all (i,7) € N ={1,2,...,N}. Each rib (vj;,v;) is put in
correspondence with the weight e;;, if the rib (v;,v;) € D while e;; =0 if (vj,v;) # D.
Put the concept of isomorphism N x N of the matrix E = (e;;) in correspondence with
the digraph D. Later we will use this concept of isomorphism and the permutation of
the symbols D and FE as applied to the concerned situation.

Now define the space of graphs D with the fixed number N of nodes, as a linear space
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above the field F of real numbers. For any D;, Dy € D there exists a single graph
D+ Dy € D, (1)

which is called a sum of graphs Dy and D5, and for any D € D and an arbitrary number
a € F there exists a single graph
aD e D. (2)

If in the formula () we assume « = 0, then oD = 0, which corresponds to the zero
graph D = 0 € D. This graph consists of N disconnected nodes, and therefore the
matrix E is empty.

The above operations defining D as a linear space can be interpreted in the context
of a linear space C of adjacent matrices. For the two N x N matrices E; = (ezlj) and
Ey = (e};) the sum is

(ezlj) + (ezgj) = (ezlj + e?j) ecC (3)

and for any N x N matrix E = (e;;) € C and a scalar quantity o € F obtain
ae;j = (ae;;) € C. (4)

Note that the zero element of the space C is an N x N matrix £ =0 € C.
Now, in order to introduce the notion of the motion of the graph and its stability in
the space D, introduce the norm of the graph v(D) with the following properties:
(a) v(D)>0 atall DeD(D#0);
(b) v(aD) =|a|v(D) atall DeD and «€ F; (5)
(C) I/(Dl + DQ) S I/(Dl) + I/(DQ) at all (Dl,Dg) eD.
For the space of adjacent matrices C isomorphic to the space D, consider the matrix
norm v: RV 5 R, in the space RV*Y with the properties:
(a) v(E)>0 atall EcRY*N(E #0);
(b) v(aFE) = |ajv(E) atall EcRY*N andat all ac F; (6)
(c) V(B + Eo) <v(Ey) +v(E2) atall (By, Ey) € RNV,

Using these norms, introduce the metric in the space D by the formula
p(D1,D2) =v(Dy — Do) atall (Dq,Ds) € D. (7)
and in the matrix space D by the formula
p(Ey, Es) =v(FE) — Ey) atall (E, FEy) eC. (8)

Taking into account some of the results of the monograph [6], consider the axiomatic
specification of a dynamic graph as a mapping of the abstract space D into itself.

Let the family of mappings ®(¢,D) in the space D for any D € D and an arbitrary
t € R be put into correspondence with some graph ® € D.

Definition 2.1 A dynamic graph D is a one-parameter mapping ®: R x D — D of
the space D into itself, which satisfies the following axioms:



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 14 (1) (2014) B0HZ3] 33

(a) ®(to, Do) = Dy at all ty € R and at all Dy € D;
(b) ®(t, D) is continuous at all t € R and at all D € D;
(C) (I)(tg, q)(tl,D)) = (I)(tl + tQ,D) at all (tl,tg) cRand at all D € D.

The axiom (a) establishes the fact of the existence of an initial graph D(tg) = Dy.
The axiom (b) specifies the continuity of the mapping ®(¢, D) with respect to all ¢ and
all D, including tg and Dy. The axiom (b) determines that the dynamic graph is a
one-parameter group of transformations of the space D into itself.

In applications of the theory of dynamic graphs the notion of an adjacent matrix
plays a key role, therefore the introduction of such a notion is justified.

Definition 2.2 A dynamic adjacent matrix F is a one-parameter mapping W: R x
RNVNXN 5 RNXN of the space RY*N into itself, satisfying the following axioms:

(a) U(tg, Ey) = Ep at all tg € R and at all Ey € RV*N;
(b) the mapping ¥(t, E) is continuous at all t € R and at all £ € RV,
(C) \I’(ﬁg, \I/(tl,E)) = \I/(tl + tQ,E) at all (tl,tg) € R and at all E € RV*V,

In the process of the analysis of the dynamic graph ®(¢, D) the mapping is called
the motion of the dynamic graph D, while U(¢, E) is called the motion of the adjacent
matrix E. The graph of stationary motion determined by the formula

®(t,D¢) =D atall teR. 9)

is of interest. The graph D¢ will also be called the equilibrium graph.
Analogously, the adjusent equilibrium matrix is determined by the formula

U(t,E¢) =E° atall teR. (10)

Now consider the notion of stability (instability) of a dynamic graph, if a graph of
stationary motion (equilibrium) is specified.

3 Setting of a Problem of Stability of a Dynamic Graph

The analysis of the form and the character of motions of a graph in the neighbourhood of
an equilibrium graph or an equilibrium adjacent matrix is of interest, since this analysis
allows to identify the conditions for the conservation in time of a certain structure of a
complex system described by the specified graph. Introduce some definitions, taking into
account the notion of stability in the Lyapunov sense and the two metrics: po(-, D¢) and
p(+, D¢) for the characteristic of the initial and the current state of the dynamic graph.

Definition 3.1 The equilibrium graph D¢ is called

(a) (po,p)-stable if for any € > 0 and tg € R there exists A = A(tg,€) > 0 such that
the inequality
po(Do,De) <A (].].)

implies the estimate
p(D(tvDO)vDe) <€ (12)

at all t > tg;
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(b) uniformly (po, p)-stable, if in the conditions of Definition Bl(a) the quantity A
does not depend on tg € R;

(c¢) asymptotically (po, p)-stable, if it is (po, p)-stable and for any top € R there exists
n > 0 such that at
po(Do, De) <n (13)

the following relation holds:

Jlim p(D(t, Do), D) = 0; (14)

(d) globally asymptotically (po, p)-stable if the conditions of Definition B.Il(c) are sat-
isfied at an arbitrary large n and at all D € D;

(e) (po, p)-unstable if the conditions of Definition B.l(a) are not satisfied.

In the case when the properties of a dynamic graph are studied on the basis of an
adjacent equilibrium matrix it makes sense to consider the following definition.

Definition 3.2 An equilibrium adjacent matrix E¢ € € RVM*V is said to be:

(a) (po,p)-stable if for any € > 0 and tg € R there exists A = A(tg,€) > 0 such that
the inequality
po(Eo, E€) < A (15)

implies the estimate
p(E(tvEO)vEe) <€ (16)
at all t > tg;

(b) uniformly (po, p)-stable if all the conditions of Definition B:2(a) are satisfied with
A not depending on ty € R;

(c) asymptotically (pg, p)-stable if it is (po, p)-stable and for any to € R there exists
¢ > 0 such that at
po(Eo, E°) < ¢ (17)

the following relation holds:

lim p(E(t, Eo), E) = 0;

t—o00

(d) globally asymptotically (po, p)-stable if the conditions of Definition B:2(c) are sat-
isfied at an arbitrary fixed ¢ and at any matrix Eg € RVXV,

Remark 3.1 Since for the selection of two measures some variants are admissible,
Definitions B and can have different interpretations. Let us dwell on some of them:

(1) let D¢ =0 and po(t,-) = p(t,-) = ||D||, where | - || is an Euclidean norm. Then
Definition [31] characterises the stability of a dynamic graph with respect to the
zero graph;

(2) let E° =0 and po(t,-) = p(t,-) = ||F|. Then Definition characterises the
stability of the dynamic adjacent matrix with respect to the zero adjacent matrix
E=0¢€eC.
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4 The Evolution of a Dynamic Graph on a Time Scale

Let a time scale T with a graininess function u(t) = o(t) —t, where o(t) = inf{s € T, s >
t} be specified. The function o(t) determines the operator of a jump forward o: T — T.
Determine T* by the formula T/{M?}, if T has a right scattered maximum M, and in
the rest cases TF =T (see [5] and the bibliography therein).

Definition 4.1 Fix ¢t € T* and let D: T — D. Determine some matrix D?(t)
(provided that it exists) with the following properties: for any e > 0 there exists a
neighbourhood W of a point ¢ for which

I[D(a(t)) = D(s)] = D2()[o(t) — s]|| < |o(t) — 5]
at all se W.

In this case we will say that D?(t) is a delta derivative of the graph D(t) in a point

The evolution of the dynamic graph on a time scale T will be described by the matrix
equation
DA(t)=G(t,D), D(ty) =Dy € D, (18)
where G: TxD — D. In terms of the dynamic matrix of adjacency E(t) the equation (IJ)
takes the form
EA(t)=F(t,E), E(ty) = EycRV*N, (19)
where F: T x RVXN 5 RVXN,
If T =R, then u(t) =0 and EA = <€ and the initial problem (I3) becomes the

dt
initial problem for the matrix ordinary differential equation
dE
— = F(LE), Blto) = Eo € RN, (20)

If T =27, then u(t) = 1 and E® = AE(t) = E(t + 1) — E(t) and the initial
problem ([I9) becomes the initial problem for the matrix difference equation

E(t+1)—E({t)=F(t,E)), E(ty) =EyecRN*V, (21)

The objective of the qualitative analysis of a dynamic graph is the study of the
solutions of the matrix system of dynamic equations (I9]).

5 The Application of Matrix-Valued Functions Method in the Study of Sta-
bility

Now, connect with the system ([J) the matrix-valued function V (¢, E): T x RV*N —
RYXN and its full dynamic derivative along the solutions of the system (I9)

VAL E) = VAL E(o(t) +
+ /1 Vi (t, E(t) + Hu(t) B2 (t))dH E(t) =
0
= VAt E(a(1))) +

+ V(6 B() + Hul)) P (e, B()dH F(t, B(),
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where V2 is calculated as a A-derivative of the matrix- valued function V (¢, E) with
respect to ¢ in compliance with Definition 5.4.5, and Vg is a partial derivative of the
matrix- valued function V (¢, F) with respect to the matrix argument E € RV*¥,
Assume that for the expression ([22) there exists a matrix- valued function
G(t,V(t,E)) such that
VA E)| @ < Gt V(¢ E)). (23)

Along with the matrix inequality ([23]) consider the matrix equation
MA2(t) = G(t, M(t)), M(to) = Mo € RV*N, (24)

where M (t) =U(t,E(t)), E(t) = E(t;to, Eo) at all t € T.

Now introduce some notions and definitions for the dynamic equations (I9) and (24)).

Assume that for the system ([[9) a time scale T with the graininess function p(t)
is chosen. Let X; = RY*N and A; € X: be the space of initial data Ejy, such that
E(to;to, Fo) = Ep € A1. Denote Sg which is a family of motions of the dynamic graph
on the time scale T.

Then the sequence of sets and spaces {T, X1, A1,I,Sg} determines the evolution of
the dynamic graph on a time scale.

Analogously, for the system (24) keep the time scale T with the same graininess
function w(t) and denote X, = RV*N Ay C X, is a space of initial values M such
that M (to;to, Mo) = My € As. Let Sps be a family of motions of the matrix system (24)).

Then the sequence {T, Xa, Aa, I, S)r} determines the evolution of the matrix dynamic
equation (24]) on a time scale.

Let the sets N; C X7 and Ny C X5 be invariant with respect to the families of
motions Sg and Sy respectively.

By the matrix mapping U: T x X; — X2 connect the sets Ny and N7 by the relation

NQZU(TXNl):{MEXQZM:U(t*,El) (25)

for some FE; C N7 and t¢* € T}.

The family of motions Sy; of the system (24]) and the family of motions Sg of the
dynamic graph (I9) will be connected by the relation

S = M(Sp), (26)

where M(Sg) = {M(-;to, B) : M(t;to, B) = U(t, E(t;to, A)) for any E(t;t9,A) € Sk,
B = U(to,A), A€ A and tg € T}

It seems interesting to obtain conditions under which the dynamic properties of the
pairs (Sar, N2) and (Sg, N1) would be equivalent.

Note that the systems (I9) and ([24]) are determined in the same space of variables
RYXNbut the system (24)), in view of its construction according to the inequality (23]),
can prove to be more traceable compared with the initial system (I9]).

6 The Comparison Principle

Before we start obtaining the conditions for the stability of the system of dynamic equa-
tions (24), formulate a lemma determining the connection between the dynamic proper-
ties of the pairs (Sp, N2) and (Sg,N1). Let v1(E, Ny) be a metric in a space X7 and
v2(U(t, E), N2) be a metric in a space Xs.
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The function : [0,71] — R4 (respectively : [0,00] — R) belongs to the Hahn
class if 1(0) =0 and (r) is strictly increasing over [0,71] (on R;). Functions of this
class play the part of comparison functions in the theory of stability of motion.

Lemma 6.1 Assume that evolutions of the systems (I9) and @4)) are determined
and there exists a matriz-valued function U: T x X1 — Xo, such that:

(a) the sets of motions Sy and Sg are connected by the relation [26]);
(b) the sets Vi and Ny are closed and connected by the relation (25);
(c) there exist comparison functions 1,vs € K-class, such that
P1(i(E, N)) < va(U(t, E), N2) < ¢a(v1(E, N1))
at all t € T and E € RVXN,
Then the following statements hold:
(a) the invariance of the pair (Sg,N1) implies the invariance of the pair (Spr, Na);

(b) the stability of a certain type of the pair (S, Na) implies the stability of the same
type of the pair (Sg, N1);

(c) the exponential stability of the pair (Sar, N2) implies the exponential stability of
the pair (Sg, N1) if the comparison functions have the form ;(r) = a;r%, a; > 0,
bo >0, i=12.

Proof. Consider the statement (b) and assume that the pair (Sps, N2) is stable.
Here for any ez > 0 and any top € T one can find As = As(ea,tg) > 0 such that
vo(M(t;t0, B), N2) < €2 at all M(-;tg, B) € Sy and at all t € T(B,tg) C T as soon as
VQ(B,NQ) < As.

To prove the stability of the pair (Sg, N1) for an arbitrary € > 0 and ¢ty € T choose
ea = P1(e) and A = 1/12_1(A2). If 11(A,N1) < A, then, according to the condition
(c) of Lemma [61] obtain vo(B, N2) < 92(v1(A4, N1)) < ¥2(A) = As. It means that
for any solution M(t,t9,B) € Sp the estimate vo(M(t;t0,B)) < € is true at all
t € T(B,tp). From the conditions (a), (b) of Lemma [6.]] obtain that E(-;t9, A) € N7 at
all t € T(A,tg) = T(B,to), where B = U(tg, A). From the condition (c) of Lemma [61]
it follows that

v (E(t;to, A), N1) <o~ H(U(t, E(t;to, A)), No) =
= wil(y2(M(t;t0?B)?N2) S 1/)71(62) =€

at all t € T(A,ty) = T(B,tg) as soon as vq(4, N1) < A. The statement (b) is proved.
The proof of the other statements of the comparison principle is performed in a similar
way. U

To obtain the sufficient conditions for the stability of a dynamic graph on the basis of
the analysis of the system (24)) define concretely the choice of the matrix-valued function
U(t, E) and the matrix of the function G(¢,U) in the inequality (23)).

Let

U(t,E) = EET and G(t,U) = AU, (27)
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where A is an N x N-constant matrix, and E € RVXV,

Taking into account the relation
E(o(t)) = B(t) + n(t) B> (¢)
on a time scale T with the graininess p(t), obtain
UA(E(t)) = EFT(t,E) + F(t, E)ET + u(t)F(t, E)FT (t, E). (28)
Taking into account (28)), the inequality ([23) takes the form
US(E))| @ < AU(E(1)) (29)
at all t € T, and the matrix comparison equation (24
MA(t) = AM(t), M(ty) = My € RV*N (30)

is linear.

7 Applications

From the analysis of the literature on complex systems [I1[3], mathematical biology [7]
etc., it becomes clear, that complex systems with the time-varying interaction between
subsystems have not been researched. Indeed, in the literature complex systems are
described by the system of differential equations:

dx; )
dtZ :gi(t,zi)+hi(t,e“:cl,eigzg,...,eiN:cN), 1= 1,2,...,]\7. (3].)
where equations
dl‘i

dt :gi(taxi); ’L':1,2’___’N’

describe motion of the disconnected subsystems. Functions h; describe action of all
subsystems of the complex system on the i-th subsystem. Parameter e;; replies for the
action of the k-th subsystem on the i-th one and e;f, is constant. So, the actual problem is
to construct the mathematical model and research the complex systems with time-varying
interconnection between their subsystems.

Since interconnection matrix E = [eij]ffj:l in the complex system (BI) may be con-
sidered as an adjacent matrix of some graph G = (V, &), where V = {V;,V5,...,Vy} is a
nonempty finite set of N nodes and & = {(V;,V;)|V;,V; € V,i,j =1, N} is a set of ribs,
then the earlier mentioned problem is to construct the example of complex systems, in
which interconnections between subsystems would assign some time-varying or, perhaps,
dynamic graph [6].

Following the setting problem, consider the generalization of the well-known in math-
ematical biology and ecology Volterra model of the community of n species. The gen-

eralized system is described by the system of dynamic equations on some time scale
T:

NZA(f) :NZ(EZ—Z’YUNJ), 1= 1,2,...,71, (32)
J=1

where N;(t) is a number of individuals of the i-th species at the moment t € T, N2 (t)
is a delta derivative of the function N;(t) in a point ¢ € T. In the case when T = R
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(when the number of the species changes quickly enough, such scales are considered;
communities of bacteria are an example), N2 (t) = % Such a case is considered
in [7]. If T = hZ, h > 0 (when the number of the species changes over long periods of
time such scales are considered; communities of higher animals are an example), then
NA(t) = AN;(t) = Ni(t + h) — N;(t). When the number of species changes with the
different intensity on the different time intervals, the scale with inconstant graininess
function p(t) (u(t) =0, when T = R, and u(t) = h, when T = hZ) can be applied to
such species dynamics modelling. The intensity can be affected, for example, by habitat
conditions (climate, geography, forage base, etc.)

In addition, in [B2) &; denotes a rate of natural growth or mortality of the i-th species
in the absence of other species. The sign and the absolute value of 7;; (¢ # j) represent
the nature and intensity of influence of the j-th species to i-th; ~;; is an indicator of
infraspecific competition.

We assume now, that n species whose dynamics are described by the system (B2]),
are the preys and identify interconnections in a community of m species, where the
individuals are predators, feeding on individuals of preys.

Denote by Si (kK = 1,2,...,m) the set of those n species of the preys community,
which form the forage base of the k-th species of the predator community. Also define

N(Sk) by the formula:
Se)=Y_ N

1€SE

that is, N(Si) is equal to the volume of the k-th predator’s forage base. Predator’s
community dynamics can be described by the system (32)):

MA(t) :Mi(aifiﬂiij), i=1,2,..,m, (33)
j=1

where M;(t) is a number of individuals of the i-th species at the moment ¢t € T, M (t)
is a delta derivative of the function M;(t). Also in (B3) «; denotes a rate of natural
growth or mortality of the i-th species in the absence of other species, and 3;; represent
the nature and intensity of influence of the j-th species to the i-th. In this case, it seem
natural to assume that the effect of the j-th to the i-th is dependent on percentage of
the species, forming the mutual forage base, in the j-th species forage base. That is:

N(SiﬂSJ—)).

Bij = ﬂz’j( N (S;)

1\7(]\}9(172;‘?),) is (the interval [0, 1] is the range of the ratio), the

larger the j-th species makes bids for the mutual with the ¢-th species forage base, thereby
affecting on the i-th species of community of the predators.

So, we have constructed an example of the complex system, that is described by the
system of equations

MA(®t) = ( Zﬁw( Sﬂ_f))M]), i=1,2,...m, (34)

The more large the ratio

and the interconnections between the subsystems are described by the system of equations

32).
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So, adjacent matrix E(t) = [e;;]7";_; of some dynamic graph & is constructed. The
matrix satisfies the following system of equations:

N(Sl n SJ)
N(S;) ):

NA(t) = Ni(fi*Z%'ij), i=1,2,...,n
j=1

Let us consider the particular case when the functions 3;; are linear:

N(S;N'S;) N(S;n S;)
55(Zx) ) =% Ny

Let the community of the preys consist of the 3 species 21, 22, z3, and the community of
the predators consist of 2 species. Suppose that the forage base S of the first species of
the predators is {z1, 22}, and the forage base Ss of the second species of the predators is
{#2,22}. Then the interconnections parameters §;; satisfy the following relations:

BE(t) = B(

B = Qu. Bra = Qu Ji =
Ny
ﬂ Q21 N + N 522 - QQQ} (36)

NA(t) = N; (si - Z%—ij), i=1,2,3.
j=1

The equations ([B]) describe the evolution of a dynamic graph, consisting of two preys.
The value 3;;(t), as it was mentioned, denotes the weight of the edge (V;, V).

For the dynamic graph &, which is represented by equations (B8], consider the prob-
lem of existence of the adjacent equilibrium matrix and of its stability in terms of Defi-
nition

As we see from the formula (B8], the value of the adjacent equilibrium matrix E° is
assigned by the equilibrium state of the system of dynamic equations on the time scale
(2). That is, adjacent equilibrium matrix E¢ equals

Qn ﬂ&)
E° =
(551 Q22
if and only if components Nf (i = 1,2,3) of the equilibrium vector of the system (32))
satisfies the system of equations:

3
Ni(gi -3 %J»Nj) —0, i=1,2,3,
i=1

Q12N> = B¢ (37>
Ny+Nz — F12»

Q21 N2 7/86

Ni+N, — F21°

Suppose now, that the adjacent matrix equals to E¢ = E* and let N* = (N7, N5, N;)T
be a corresponding state vector of the system (B2]) (that is, the solution of the system
(31). Establish the stability conditions of the state N*. It is easy to see, that sta-
bility conditions of the state N* of the system (B2) are also stability conditions of the
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equilibrium matrix E¢ = E*. In the system (B2) replace the value N; to x; by the
formula:

zi=N;— N, i=1,2,3, (38)

to obtain stability conditions. We obtain the system of dynamic equations

3
2 = NP = (z; +Ni*)(5i - Z%’j(%‘ + N;)) =

j=1
3 3 3 (39)
= (Iz (Ei - Z'YijN;) - ZNz'*%'jiEj) - Z%‘jzz‘xg‘, i=1,2,3,
=1 =1 j=1
and
N 3 3
T = (51 = > Ny = Nf’Yll)im — N{y1222 — N{yi3z3 — ) 7157175,
j=1 j=1
3 3
28 = —N3y121 + (52 -3 Y2; NJ — NQ*’722)$2 — N3va3x3 — Y Y5275, (40)
j=1 j=1
3 3
28 = —N3iv3121 — N3vsewe + (63 — > 13Ny — N§733)$3 — D V32375
Jj=1 J=1
Denoting
T = ($1,$2,$3)T,
3
er— > 1N — Nivn —N{12 —N{m3
j=1
3
A= —N3va1 €2 — > 72 N; — N3722 —N3 723 :
j=1
3
—N37v31 —N3v32 e3 — >, Y3iN; — Nivys3
j=1
3
F(z) = (Fi(x), Fy(x), Fs(x))",  Fi(x) ==Y vijwiz;,
=1
we obtain the vector form of the system (@0):
2 = Az + F(x), (41)
with the conditions
lim [|F(x)] = 0. (42)

llzl|—0

Now the stability conditions of the equilibrium state N* of the system ([B2) are the
stability conditions of the trivial equilibrium of the system (@Il), which can be obtained
by the generalized Lyapunov’s direct method [5]. According to the method, consider the
positive definite function:

T

v(x) = ole =2 + 23 4+ 22,
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and compute the total A-derivative of v(z) with respect to the solutions of the system
). Using the product rule (see [5]), we find:

’UA’ = (xA)T:c” + szA}(IIED = (xA)T(:E + u(t):cA) + xTxA’@ =
= (Az + F(2)T (z + p(t)(Az + F(2))) + 27 (Az + F(x))‘@ - (43)
(AT 4 A4 () AT AY + W (u(t), ) = (AT ® Ay + W(u(t), ),
where
U(u(t),z) = FT(z)x + 2T F(z) + p(t) (T AT F(x) + FT(2) Az + FT (z)F(z)).

Here we have used a symbol of regressive sum: AT @ A = AT + A + pu(t) AT A.
Now if there exists the negative definite matrix B € R3*3 such that inequality:

eT(AT @ A)x < 2Bz, VteT, VxeDCR? (44)
holds, then the equilibrium state = 0 is stable by Theorem 3.3.2 from [5]. Indeed,
conditions (1), (2) and (2b) for the function v(z) hold. From 3] and (@) we obtain:

A T
v <z Bxr+VY(ut),z),

where the function W(u(t),z) satisfies the inequality:

0 (u(t), )| < 2| F (@) [[|=[I(1 + p@)][All)-

Using the equality (@2), we compute

tim IPEO2 e+ p@llAl) = o.

llazf|—0 [|]] = Jlzll=0

That is, conditions (2b) and (2¢) of Theorem 3.3.2 hold, therefore by Theorem 3.3.2 the
equilibrium state 2 = 0 of the system (4Il) is asymptotically stable which implies the
asymptotical stability of the state N = N* of the system (32)).

So, in the case when the system (B7]) can be solved with respect to N1, No and N,
there exists the equilibrium matrix

e (Qu  Bis
E <651 sz)’

which is asymptotically stable, when ([@4) holds.
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Abstract: In this paper, we have achieved adaptive hybrid function projective
synchronization between two identical chaotic space-tether systems with uncertain
time-varying parameters and with each system evolving from different initial condi-
tions by applying adaptive control technique. Based on Lyapunov stability theory,
adaptive control laws and parameter update laws for estimating the uncertain, time-
varying parameters are derived to make the states of the two identical chaotic systems
asymptotically synchronized. Complete synchronization, antisynchronization, hybrid
projective synchronization are obtained as special cases from the above synchroniza-
tion method. The control techniques and the proposed update laws are verified by
numerical simulation results.

Keywords: adaptive control; parameter estimation; hybrid function projective syn-
chronization; Lyapunov stability theory; space-tether system, celestial mechanics.
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1 Introduction

Two identical chaotic systems with different initial conditions were first made to synchro-
nize in 1990 by Pecora and Carroll [25]. Since then, chaos synchronization has attracted
a great deal of attention from various scientific fields. The idea of synchronization is to
use the output of the master system to control the slave system so that the output of the
response system follows the output of the master system asymptotically. Many meth-
ods and techniques for handling chaos control and synchronization of various chaotic
systems have been developed such as PC method [25], OGY method [19], time-delay
feedback approach [24], feedback approach [9,[14], backstepping design technique [29],
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adaptive method [5[7, 15,21, [27,[28], linear control method [16,[22], nonlinear control
scheme [211123].

Till now, different types of synchronization phenomenon have been presented such as
complete synchronization (CS) [I1], generalized synchronization (GS) [§], lag synchro-
nization [26], anticipated synchronization [I8], phase synchronization [2], hybrid syn-
chronization (HS) [6] and antiphase synchronization [I3], etc. Among all kinds of chaos
synchronization schemes, projective synchronization characterized by a scaling factor
that two systems synchronize proportionally has been of recent interest as it can be used
to obtain faster communication with its proportional feature. Recently, a new kind of
synchronization, Function Projective Synchronization (FPS) was introduced [4]. FPS
is a more general definition of Projective Synchronization where the drive system and
the response system can be synchronized upto a scaling function which is not a con-
stant. Another synchronization phenomenon called a Hybrid Projective Synchronization
(HPS) has also been investigated where the different state variables of the two systems
synchronize up to different state factors [I0]. Combining these two, we have a new
kind of synchronization phenomenon called a Hybrid Function Projective Synchroniza-
tion (HFPS) which is of latest interest [12,20,B0]. Here, the different state vectors of
the drive and response system synchronize up to different scaling functions which are not
scalars. Thus, it is the most modified and generalised form of Projective Synchronization.

Motivated by the aforementioned research, we have formulated Hybrid Function Pro-
jective Synchronization (HFPS) of two identical chaotic systems with different initial
conditions using adaptive control scheme where the response system has uncertain time-
varying parameters. Based on Lyapunov stability theory, adaptive control law and the
parameter update law are derived using which HFPS between the two systems is achieved.

Application of chaos synchronization is varied. We consider its application in the field
of celestial mechanics. In the recent decades, this field has slowly gained interest and
some work has followed [1JBLT7,31]. The model we choose in this manuscript as identical
chaotic systems is that of a space-tether system. The dynamics of space-tether system
has recently been of great interest due to its vast applicability in the field of celestial
mechanics. A tether is a long cable used to couple spacecrafts to each other or to other
masses such as rocket, space station etc., so that their dynamics can be connected. So, a
space-craft together with a tether forms a space-tether system and depending upon the
objective and mission, there always arise problems of synchronizing its motion with other
spacecrafts using a tether itself or with another space-tether system altogether. Here,
in this manuscript, we consider the problem where there is a need to synchronize two
identical space-tether systems. A space-tether system can have numerous applications
like creation of artificial gravitation on board of the spacecraft, maintainance of spacecraft
with electric power, study of upper atmosphere, in research of distant space and many
more. Thus, the study of dynamics of a space-tether system is an important topic in
celestial mechanics.

Consequently, the paper is organized as follows. In Section 2, model of the space-
tether system is explained, in Section 3, adaptive HFPS (AHFPS) between the aforemen-
tioned two systems is studied in details. In Section 4, numerical simulations are presented
following which observations are made. Finally, in Section 5, conclusion is drawn.
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2 Model Explaination

The dynamics of a space-tether system can be developed using different kinds of math-
ematical models which describe its motion. In this paper, we have chosen the model

where tether is considered as massless rod. It is given by equation (1).

Figure 1: The space-tether problem where tether is considered a massless rod.

d’a
dt®
d?l
dt?

d?
dt?

3_&12/173 Ac

5 O sin 2 — F(l — 1) sin(a — ),
lo

cl—1p) o 2C
- 2C [A+m

d
+3w? cos p(lcos o + Acosa) + (d_f
d d
+d_(jA(d_CZ + 2w) cos(a — ) +
3Aw? sin 2asin(a — )
2C ’
A2
Tg(l ~ 1) sin(2a — 2¢) +
AR +2w)sin(a —¢)
l
3w? sin (I cos p + A cos a) B
l
di d
29w+ 52) 3 3Aw? A— B sin2a,

l 21 C

where the parameters are defined as follows:

A, B, C= principal of moments of inertia of the spacecraft;
lo = length of unstrained tether;

a= angle which the line joining the centres of mass of earth and spacecraft makes with
a fixed axis through the center of mass of earth;
[= variable length of the strained tether;

— A? cos(2a — 2¢)]
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= inclination of the oscillating plane of the orbit of the center of mass of the system
with the plane of ecliptic;

a= angle which the line joining centers of mass of earth and spacecraft makes with the
tether;

A= distance between the center of mass of the spacecraft and the position on the space-
craft to which the tether is attached;

m= mass of the spacecraft;

w= angular velocity of the carrying spacecraft in circular orbit.

3 Adaptive Control Scheme for AHFPS

For the applicability of the adaptive control scheme, the system is identified in the form
of first order differential equations. For this, we make the following substitution:

do dl d
at) = @1(t), = = wa(t), 1(t) = a(t), 7 = 2a(t),p(t) = ws(t), =5 = ao(t).
Also, we rename the parameters in the following manner:
3w2A—-B Ac Acl c 2C
———— =a,— =b S =d, —[A2+ =)=
¢ v b Thelhrl=e
A?c AZ%cl, 9 9 .
¢ =50 = g,3w* = h,3w’A = j,2wA =k,
3Aw27 3Aw2AfBi %[A2+E]—
20 "2 ¢ " Pac m' T

Based on these substitutions, the system of equations is given as:

dl‘l
>,
dt 25
dl‘g . . .
—; = osin 2x1 — bassin(xy — x5) + dsin(z — x5),
dl‘3
>,
dt 4,
dxy 2
o = et + fascos(2x1 — 2x5) — gcos(2x1 — 2x5) + has cos” x5 +
jcosxycosxs + ZEg.T% + 2wrsxe + Ax3 cos(xy — r5) +
kxo cos(x1 — x5) + nsin 2z sin(x; — x5) + ¢,
d.CC5
&,
dt 65
d in(2z; — 2 Az3si —
drg fsin(221 — 2a5) — gsm( x1 — 2x5) + A% sin(x; — x5) N
dt 3 T3
kacg sin(xy — x5) ~ hsinzs cos s — j coszysinzs
T3 €3

2wry  2x416  psin2z;

zs3 zs3 €3



48 A. KHAN AND R. PAL

The system of equations (2) is considered as our master system. Then the identical
slave system is given by:

dy1
dt = Y2 + Uy,
dya . . )
prlli ay sin 2y; — byxz sin(yr — ys) + disin(yr — ys) + ue,
dys
dt = Yq + us,
dya N
L = coys + fixs cos(2y1 — 2ys5) — g1 cos(2y1 — 2ys) +
hi1ys cos® ys + j1 cos y1 cos ys + ysyg + 2wiysye +
Avys cos(yr — ys) + krya cos(yr — ys) +
nq sin 2y sin(y; — ys) + va + q1,
dys
ar Y6 + Us,
d . sin(2y; — 2 Aqy2 sin —
W _ f sin(2p1 — 205) — on (2y1 = 2y5) | Dayssinys —ys)
dt Y3 Y3
5 22 sin(yr —ys) by sin ys cosys — i cosyisinys
Y3 R
2w 2 sin 2
1Y4  2Y4¥Ye D1 Y1 + ug, (3)
Y3 Ys Ys

where z;,y; stand for the state variables of the master system and slave system re-
spectively, a1,b1,d1,eq, f1,91, 1,1, k1,11, P1,q1, A1,w1 are the uncertain time-varying
parameters of the slave system which are to be estimated and w1, us, us, ug, us, ug are
the time-dependent non-linear controls which are also to be determined.

Let us now suppose that that the time-varying scaling function matrix be given by
A(t) = diag (aq(t), aa(t), as(t), aa(t), as(t), as(t)) where a;(t) # 0;4 = 1,6. The syn-
chronization errors are defined by

er(t) = z.(t) — - (t)y-(t), r=1,6. 4)

AHFPS between the two systems (2) and (3) will be achieved up to the desired scaling

function matrix A(¢) if lim;_,« ||e,(¢)|| = 0,7 = 1, 6. Following these, the error dynamics
is given by:
de; day
— = To— Yz — QU] — ——
dt 2 1Y2 1U1 dt Y1,
d€2 . . .
- = asin 2z, — brzsin(x; — x5) + dsin(zy — x5) —
(65) [a1 sin 2y1 — bl.ng sin(y1 — y5) + d1 sin(y1 — y5)] —
dag
Qolly — ——
2U2 dt Y2,
des doz

— = T4—« — a3U3 — ——Y3,
dt 4 3Y4 3U3 dty3
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dey
dt

d€5
dt
d€6
dt

—exs + fazcos(2x1 — 2x5) — g cos(2x1 — 2x5) + g +

has cos® x5 + j cos 1 cos s + xgzg + 2wxsxs +

Az cos(x1 — x5) + kxgcos(xy — x5) +

nsin 2z sin(z1 — x5) — aa[—eoys + f123 cos(2y1 — 2ys) —
g1¢08(2y1 — 2ys) + q1 + hays cos” ys + ji cosyy cosys +
Ysys + 2w1ysys + Arys cos(yr — ys) + kaya cos(yr — ys) +

. . do
ny sin 2y Sm(y1 - ys)] — Qg — —4314,

dt

d045
T — Q — asus — ——7Ys,
6 5Y6 5U5 i Ys

sin(2z1 — 2z AzZsin(z; —
fsin(2z; — 2z5) — g (221 — 225) | Awpsin(@ —z5) |

I3 I3
Tosin(xy —x cosxy Sinx
2SI ZT) e cos g - jCOS TS
T3 T3

2wry 2x416  psin2x

— ag[f1sin(2y1 — 2y5) —

T3 z3 z3
. 2 _ 2 A 2 . _ . _
" sin(2y1 — 2ys) L By sin(y1 — ys) b 22 sin(y1 —ys)
Y3 Y3 Y3
. ccosyisinys  2wiys  2yaYes
h1sinys cosys — J1 — — _
Y3 Y3 Y3
p18in 2y ] dog
——] — agug — —Ys-
s 6Ue dt Ye
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(5)

When we have two identical chaotic systems without controls (i.e. w; = 0), if they
evolve from different initial conditions, the trajectories of the two systems eventually
separate from each other and become unindentifiable and irrelevant. But when we have
two controlled chaotic systems, the two systems will approach synchronization for any
initial condition by appropriate control gain and update laws for uncertain time-varying
parameters. So, taking [k;;i = 1,20] as control gains which are positive constants and
letting e, = a1 —a,ep =b1—b,eq=di1—d,ec =ep—e,er = fi—f,eg=91—9g,en = h1 —
h,ej =j1—j,er =ki—k,en =n1—n,ep =p1—p,eq = 1—q,ea = A1 —A, e, = wi—w,the
following adaptive control laws and parameter update laws are proposed:

Adaptive control laws:

—Q1Uuy

— QU

—Q3ug

dOél
= -ty + A kieq,

= —[aysin2xy — byxssin(xy — x5) + dy sin(x; — x5)] +

azlay sin2y; — biagsin(yr — ys) + dy sin(yr — ys)] +

dOéQ
—yy — k
dt Y2 2€2,
da3
= —x4+azys+ W% — kzes,
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—QsUu5 =
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—[—eoxs + fra3 cos(2x1 — 2x5) — g1 cos(2x1 — 2x5) + 1 +
hixs cos? x5 + j1 cosz1 cos x5 + 5631% + 2w r3x6 +
Aqzicos(zy — x5) + k12 cos(xy — x5) +

nq sin 2z; sin(x; — 5)] + au[—eoys + frxs cos(2y1 — 2ys) —
g1¢08(2y1 — 2ys) + q1 + h1ys cos® ys + j1 cos y1 cos ys +
Ysys + 2w1ysys + A1y3 cos(yr — ys) +

1y cos(y1 — ys) + n1 sin 2y; sin(y1 — y5)] +

dOz4
ok
dt Ya 4€4,
d0é5
—x6 + asys + T kses,

in(2xy — 2
[ fu sin(221 — 205) — g S0 271 — 225)
T3

A3 sin(xy — x5) xgsin(xy — x5)

+ k — hsinxs cosxs —
T3 T3
.Ccosx1 sinxs 2wy 2x426  p1sin 2351] n
T3 T3 T3 T3
. sin(2y; — 2ys Aqy3sin(y; — ys
aglf1sin(2y1 — 2ys) — g1 ( ) + 2 Sin( ) +
Ys Y3
yosin(y1 — ys) . . cosyisinys  2wiys
ki =———= — hysinyscosys — Jj1 - -
Y3 Y3 Y3

+ —Y6 — k666-

2yays  p1sin 23/1] dog
Y3 Y3 dt

While, parameter update laws are:

da1
dt
dby
dt
ddy
dt
deo
dt
dah
dt
dg1
dt
dhy
dt
djy
dt
dky
dt

= gin 2$1€2 — k7€a,

= —axgsin(z — z5)ea — ksep,
= sin(xy — z5)ea — koeq,

= —X3€4 — klOeea

= xgcos(2z1 — 2x5)eq + sin(2z1 — 225)es — ki1ey,

in(2z; — 2
= —cos(2x1 — 2w5)eq — M% — kiz2eg,

T3
= x3c08’ T5eq — sinxs cos xseg — kisen,

cosx1 sinxs
= COSX1COSTs€qg — — € — k14€j,
T3

Tosin(xy — x
= x9cos(x1 —T5)eq + M% — kisex,

zs3
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d
—CZI = sin2x;sin(z; — x5)es — kigey,
dpy sin 2z &
- = - eg — e
dt T3 6 17€p;,
dq
Al —k
i €4 18€q;
dA x2sin(z, — x
it R x% cos(xl — x5)e4 + - R ( ! 5) €6 — k19€A7
dt T3
dwy 214
= _ 9 -2k ) 7
7 r3Tge4q o 20€w ( )

Now we have the following theorem which shows the stability and control performance
of the adaptive control scheme:

Theorem 3.1 For a given scaling function matrix
A(t) = diag (aq(t), aa(t), as(t), as(t), as(t), as(t)),

where a;(t) # 0, i = 1,6, and any initial conditions z;(0),y;(0), i = 1,6, the adaptive
control law (6) and parameter update law (7) warrant that the error functions e;(t) are

asymptotically convergent to zero, i.e. limy_, o ||e;(t)|| =0, i = 1,6.

Proof. We choose a Lyapunov function as follows:

1
vV = 5[6%4—63+e§+ei+e§+e§+ei+e§+e§+eg+efc+

2., 2., 2, 2., .2 2., .92, 2 2
e, te,+ejtepte, e, te;+eatel]

We substitute the values of the controls u; using adaptive control laws (6) into error
dynamical system (5) and also note that for each uncertain parameter say, a1,é, = @1
(where (-) represents differentiation with respect to t) and its value is given by the first
equation of parameter update laws (7). Similarly, it follows for the other parameters.
Using all these values, it can be shown that the time derivative of the Lyapunov function
along the trajectory of the error system (5) is given by:

dVv d
— rée

_ T
o = e’ Qe. (8)

dt
where e = (ela €2,€3,€4,€5,€6,€q,€b,€d,€e,€f,€g,€Eh,€j,€k,En, Ep, Eq, CA, ew)T and
Q = diag (k;;i = 1,20).

Clearly, @ is a positive definite matrix and hence, V(t) is negative definite. Based
on the Lyapunov stability theory, the error dynamical system (5) is globally and asymp-
totically stable at the origin and we have lim;_,« ||e,(t)|| = 0;7 = 1,6. Thus, AHFPS
between the master system (2) and slave system (3) is achieved. This proves the theorem.
O

4 Numerical Simulation Results and Discussions

In this section, we verify and demonstrate the effectiveness of the proposed method by
displaying and discussing the simulation results. We find by simulating that the sys-
tem given by (2) shows chaotic behavior for the following sets of values : a = 0,b =
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1070,d =107, e = 1076, f = 5 x 10720, g = 5 x 102 h = 0.03,5 = 3. x 1079,k =
2.x1078 n=15x10"19p=0,¢ =10"7, A = 0.0000001, 2 = 0.1 with initial conditions
chosen as 21(0) = 0.8,22(0) = 1.09,23(0) = 0.8,24(0) = 1.9, 25(0) = 0.8,24(0) = 1.9.
With these values, we take the resulting system as the master system (2) (see Fi-
gure 2(a)). Now, we take the initial values of the unknown estimated parameters as

1.00010 [ T T T T T
[ * L
S v E
100005 | . . "] 11012 |- 7]
i . . . :
S . AN L KRS of ” E
noeld whoo T g p
t LA B £ ] .
1.09000 |+ commmsmumens® s . 4 -1x102p . 7 B
1 oo ] : I ]
See % 4" . ¢ .. * r ., /
L v ° W - K B L ' K [y
1.08995 - . o 4 _zxaonF 1
© ] _axaon £ ]
L L L L L b L |t L L L L
o 2000 4000 6000 8000 10000 —6x 1013 —4x 103 —2x 10 o 2x10'3
(a) Master system. (b) Slave system (without controls).

Figure 2: Poincare map showing chaotic master and slave systems.

a1(0) = —0.00136336,b1(0) = 9. x 1077, d1(0) = 4.5 x 1076, ¢1(0) = 0.00130435, f1(0) =
4.5 x 107, g1(0) = 2.25 x 10719 h1(0) = 0.030603, j1(0) = 3.0603 x 1075, k1 (0) =
0.0000202,n1(0) = 1.53015x 1075, p; (0) = —1.36336x 10~7, g1 (0) = 0.00652174, A1(0) =
0.0001,€2;(0) = 0.101 with initial conditions chosen as y;(0) = 1.3, y2(0) = 0.5,y3(0) =
0.8,y4(0) = 3.01,y5(0) = —0.8,y6(0) = 1.1. We find that when the system is considered
with these values, without the controls, then the system again is chaotic. Thus, this is
chosen as our slave system (3) which is to be controlled using the adaptive controllers
ui(t);i = 1,6 (see Figure 2(b)). Also, we choose the control gains as k; = 1;i = 1, 20.
With these values, we now test AHFPS between systems (2) and (3). We can have nu-
merous cases of AHFPS, to test, let us as an example, choose the scaling function matrix
as A(t) = diag (a1(t), az(t), as(t), aq(t), as(t),as(t)) = (5sint — 6,2,5,0.9¢7%,1,10).
Clearly, «;(t) # 0;¢ = 1,6; for all t. Accordingly, the initial values of the error variables
are: e1(0) = 8.6,e2(0) = 0.09,e3(0) = —3.2,e4(0) = —0.809, e5(0) = 1.6, e6(0) = —9.1.

0.020F
4.x10°%
0.015 2 %105 |
0010 1 0 il
0.005 - ] _2.x10°8 F
-4.x10°5 -
0.000 £ T T 1 L f L L L L
0 10 20 30 40 0 5 10 15 20 25 30
(a) Figure 3: Time Series Analysis of e1(t). (b) Figure 4: Time Series Analysis of ez (t).
The time-evolution graphs of the error variables e;(t),i = 1,6, are plot-

ted in Figures 3 to 8 while time-evolution graphs of the estimated parameters
a1, b1,dy,eo, f1,91, h1, 41, k1, n1,p1,q1, A1, w; are presented in Figures 9 to 22. It is clear
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(c) Figure 5: Time Series Analysis of e3(t).
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(e) Figure 7: Time Series Analysis of e5(t).
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(d) Figure 6: Time Series Analysis of e4(t).
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(f) Figure 8: Time Series Analysis of eg(t).
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(h) Figure 10: Time Series Analysis of
bi(t)(b1 —» b= 10_10).

from time-evolution graphs of all error variables in Figures 3 to 8 that they converge
to zero asymptotically while Figures 9 to 22 show that a; — a,b1 — b,dy — d,eq —
e,fr > f,o1 = g,h1 = hj1 = j, k1 = k,ny =2 n,p1 20,1 = ¢, A1 = Ajw — w,
respectively. Hence parameter update law is verified. All these graphs together indicate
the achievement of AHFPS between systems (2) and (3).

By choosing different scaling function matrices A(t), we can obtain different synchro-
nization phenomenon between the systems (2) and (3) as special cases:
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15x10710 4 0.00001 =
1.x10°%° 1 5.x10°° 1
5.x 101 p ol
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(i) Figure 11: Time Series Analysis of (j) Figure 12: Time Series Analysis of
dl(t)(dl —d= 10_11). 60(t)(60 —e= 10_6).
000020 ] 0.0000F : ‘ ;
0.00015F 1 _ooost 1
0.00010 bl
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0.00005 ]
i ~0.0015F ]
0.00000 1y
~0.00005 [ ] -0.0020 |- ]
-0.00010F ~00025 E
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(k) Figure 13: Time Series Analysis of (1) Figure 14: Time Series Analysis of
fi®)(f1 = f=5x10720). g1(t)(g1 — g =5x102").
-9 | 4
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0.030005 ] 4.x10°F j
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(m) Figure 15: Time Series Analysis of (n) Figure 16: Time Series Analysis of
hi(t)(h1 — h = 0.03). J1t)(j1 — j = 3. x 1079).

4.1 Complete Synchronization

We choose A(t) = diag (a1 (1), aa(t), as(t), aua(t), as(t), as(t)) = (1,1,1,1,1,1).
Accordingly, the initial values of the error variables are: e1(0) = —0.5,e2(0) =
0.59, e5(0) = 0,e4(0) = —1.11, e5(0) = 1.6, e6(0) = 0.8.

4.2 Antisynchronization

We choose

A(t) = diag (a1 (), aa(t), as(t), aqs(t), as(t), as(t)) = (-1,-1,—-1,—1,-1,-1).
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(o) Figure 17: Time Series Analysis of
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(s) Figure 21: Time Series Analysis of
A1 (t)(A1 — A = 0.0000001).
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Accordingly, the initial values of the error variables are: e;(0) = 2.1, e2(0) = 1.59, e3(0) =
1.6, e4(0) = 4.91, e5(0) = 0, e6(0) = 3.0.

4.3 Hybrid Projective Synchronization (HPS)

We can have numerous cases of HPS, as an example let us choose
A(t) = diag (a1 (t), az(t), as(t), as(t), as(t), as(t)) = (1,2,5,90,10,0.1).

Accordingly, the initial values of the error variables are: e1(0) = 0.7935,e2(0) =
1.0875,3(0) = 0.796,e4(0) = 1.88495,e5(0) = 0.804,e6(0) = 1.8945. When
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the time-evolution graphs of e;(t);4 = 1,6 and the uncertain parameters ai,by,ds,
eo, f1,91, h1, 41, k1,n1, p1,q1, A1, w; are plotted in each of the above cases, we find they
are similar to those plotted in Figures 3 to 22. Clearly, then, complete synchronization,
antisynchronization, hybrid projective synchronization, all can be achieved as special
cases of AHFPS.

5 Conclusion

In this paper, we have presented an application of adaptive control technique in the field
of celestial mechanics. The control method has been applied to two identical chaotic
space-tether systems, where each system starts from different initial conditions and the
response system contains uncertain parameters so that AHFPS is achieved between them.
Based on Lyapunov stability theory, adaptive control laws and parameter update laws
are designed to make the states between the drive and response systems synchronized
asymptotically and they have also been used to estimate the uncertain time-varying
parameters. Both theoretical analysis and numerical simulation confirm the effectiveness
of our proposed method.
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1 Introduction

In the theory of differential equations with deviating arguments, we study the differential
equations involving variables (arguments) as well as unknown functions and its deriva-
tive, generally speaking, under different values of the variables (arguments). It is a very
important and significant branch of nonlinear analysis with numerous applications to
physics, mechanics, control theory, biology, ecology, economics, theory of nuclear reac-
tors, engineering, natural sciences, and many other areas of science and technology. The
book [3] by El'sgol’ts and Norkin provides a comprehensive study of differential equa-
tions with deviated arguments. The existence, uniqueness, almost automorphic solutions
and asymptotic behaviors of differential equations with deviating arguments have been
studied by many authors like Driver [4], Obreg [5], Grimm [6], Gal [7], Haloi [8]10}1T]
(see [T2HIG] and references cited therein).
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Impulsive effects are common phenomena due to short-term perturbations whose du-
ration is negligible in comparison with the total duration of the original process, such
phenomena may also be called impulsive differential equations. In recent years, there has
been a growing interest in the study of impulsive differential equations since such equa-
tions are mathematical approaches for simulation of process and phenomena observed in
control theory, physics, chemistry, population dynamics, biotechnology, economics and
so on. Chang et al. [27] have studied the existence of PC-mild solutions for first order
impulsive neutral integro-differential inclusions with nonlocal initial conditions. Ding et
al. [I7] discussed a class of second-order impulsive differential equations with integral
boundary values. By using Krasnoselskii’s fixed point theorem, the existence of solutions
for the system is obtained. For more details, one can see ( [18120L21]24H26.28]) and
references cited therein.

On the other hand, due to theoretical and practical difficulties, the study of impul-
sive differential equations with deviating arguments has been developed rather slowly.
Recently, the study of impulsive differential equations with deviating arguments has
been found in some papers. For example, in [32], Jankowski discussed the existence
of solutions for second order impulsive differential equations with deviating arguments.
Guobing et al. [29] established the existence solution of periodic boundary value problems
for a class of impulsive neutral differential equations with multi-deviation arguments (see
also [30H35] and the references therein).

The existence and uniqueness of abstract integro-differential equations have been dis-
cussed by many authors (see [9[I0|19,22/23] and references cited therein). Bahuguna [2]
proved the existence, uniqueness, regularity and continuation of solutions to the following
integro-differential equations in an arbitrary Banach space H:

du(t)
dt

+ Au(t) = f(t,u(t)) + K(u)(t), t > to, (1)

u(to) = Uo,
where .
K(u)(t) = / a(t — s)g(s,u(s))ds.
to
Under the assumptions that —A generates an analytic semigroup S(t), ¢ > 0 on H, the
function « is real-valued and locally integrable on [0, c0), the nonlinear maps f and g are
defined on [0, 00) x H into H.
Gal [7] proved the global existence and uniqueness to the following differential equa-
tion with deviated argument in a Banach space (X, |.]):

Ccll—l; = Au(t) + f(t, u(t), u([n(u(®),1)])), t>0,

u(0) = uyg,

(2)

where A is the infinitesimal generator of an analytic semigroup of bounded linear oper-
ators on X. He proved the results under the following assumptions on f and h:

1. f:]0,00) X X, X X1 — X satisfies
£t a2’y = f(s, 9,0 < Lp{lt = s + |z = ylla+ 2 = ¥ lla1} (3)

for all x,y € Xo, 2,y € Xa—1, s,t € [0,00), for some constants L; > 0 and
0<6, <1.
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2. h: X, x[0,00) = [0,00) satisfies
|h(x,t) = h(y, s)| < La{llz = ylla + |t — 5|7} (4)
for all x,y € X, s,t € [0,00), for some constants Ly > 0 and 0 < 02 < 1.

Here ||z||o = ||[(A)*x]||, denotes the norm on X, the domain of A%, for 0 < a < 1.

In this paper, we extend the Cauchy problem (Il) for integro-differential equations
to the Cauchy problems for the impulsive integro-differential equations with a deviated
argument in a Banach space (H, ||.||):

Lost) + Au(t) = £t u(t), uloo(t, u(®))]) + / alt, 7)g(r, u(r))dr,

dt
tel=[0,To), t#t, (5)
u(te) = Ie(u(te)), k=1,2,---,m,
u(0) = uo,

where —A is the infinitesimal generator of an analytic semigroup of bounded linear op-
erators, S(t), t > 0 on H. Functions f, a, g and w are suitably defined and satisfying
certain conditions to be stated later. 0 =ty < t1 < ... < ty, < tyg1 = To, I €
C(H,H)(k =1,2,...,m), are bounded functions. Ir(u(ty)) = u(t{) —u(ty), u(t;) and
u(t;") represent the left and right limits of u(t) at ¢ = 4, respectively.

The paper is organized as follows. In “Preliminaries and Assumptions” we provide
some basic definitions, notations, lemmas and proposition which are used throughout the
paper. In “Local existence of mild solution” we will prove some existence and uniqueness
results concerning the PC-mild solutions. At last (i.e., in “Application”), we give an
example to demonstrate the application of the main results.

2 Preliminaries and Assumptions

In this section, we will introduce some basic definitions, notations, lemmas and proposi-
tion which are used throughout this paper.

It is assume that — A generates an analytic semigroup of bounded operators, denoted
by {S(t)}+>0. It is known that there exist constants M > 1 and w > 0 such that

[S)|| < Me*t, t>0.

If necessary, we may assume without loss of generality that |.S(¢)| is uniformly
bounded by M, ie., ||S(t)]] < M for ¢ > 0, and 0 € p(—A), i.e., —A is invertible.
In this case, it is possible to define the fractional power A“ for 0 < a < 1 as closed
linear operator with domain D(A%*) C H. Furthermore, D(A®) is dense in H and the
expression

[2]lo = [[A%]

defines a norm on D(A®). Henceforth, we denote the space D(A*) by H, endowed with
the norm || - ||o. Also, for each o > 0, we define H_,, = (H,)*, the dual space of H, with
the norm

2] o = [|A™%2].

Then H_, is a Banach space endowed with this norm. For more details, we refer to the
book by Pazy [I].
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Lemma 2.1 [1, pp. 72,74,195-196] Suppose that —A is the infinitesimal generator
of an analytic semigroup S(t), t > 0 with ||S#)|| < M fort >0 and 0 € p(—A). Then
we have the following:

(i) H, is a Banach space for 0 < a <1;

(i) For any 0 < § < o implies D(A®) C D(A%), the embedding H,, — Hs is continu-
ous;

(i1i) The operator A*S(t) is bounded for every t >0 and
[A*S()]| < Cat™.

We define the following space

X =PC(Hy) ={u:[0,To] = Hy : u € C((tg, tht+1], Ha), k=0,1,--- ,m,
and there exists u(t; ), u(t}) and u(ty ) = u(ty)}.

X is a Banach space endowed with the supremum norm

[ullpe = sup [lu(t)]|a-
tel

We shall use the following conditions on f and w in its arguments:

(H1) Let W C Dom(f) be an open subset of Ry X Hy X Hy—1, where 0 < a < 1. For each
(t,u,v) € W, there is a neighborhood V4 C W of (¢, u,v), such that the nonlinear
map satisfies the following condition,

12, u,v) = f(s,ur, o)l < Leflt = s + llu = wallo + llo = villa—1},

for all (¢t,u,v), (s,u1,v1) € Vi, Ly = L¢(t,u,v,V7) > 0 and 0 < 6; < 1 are
constants.

H2) Let U C Dom(w) be a open subsets of Ry x H,_1, where 0 < a < 1. For each
+
(t,u) € U, there is a neighborhood V5 C U of (¢,u), w(-,0) = 0 such that

w(t, u) —w(s,v)] < Ly {[lu—vla-1+ [t —s|"},
for all (t,u), (s,v) € Va, Ly = Ly(u,t,U) > 0 and 0 < 03 < 1 are constants.

(H3) Let W, be an open subset of Ry x H,. For each (t,x) € W there exists a neigh-
borhood V3 C Wy of (t,x) and a positive constant L, = L4(t, z, V3) such that

lg(t,z) = g(s, y)l| < Lgllz = ylla,
for all (t,x), (s,y) € Vs.

(H4) Let a: [0,To] x [0,Tp] — [0,T] be a continuous function that satisfies the Holder
condition uniformly in the first variable, i.e., there exist positive constants L, > 0
and 0 < 03 < 1, such that

la(t,s) — a(r, s)| < Lg|t — T|93,

for all ¢, 7, s € [0, Tp].
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(H5) The functions Iy : H, — H, are continuous and there exists Dj such that
Ik (w)||a < Di, k=0,1,---,m.

(H6) There exists continuous nondecreasing dj : R;. — R such that

1o (w) = Ti(v)|la < dillu— vllas b =1,2,-- ,m.

New concept of solutions. Here, we prove a new concept of solutions for the
following problem ({])

W (t)+ Au(t) = r(t)+ fot a(t,7)g(r,u(r))dr, t€l0,To], t# tg,
u(0) = wpg, (6)
u(ty) = Ip(u(ty)), k=1,2---,m,
where r € PC(I, H).
Let
{ V() + Av(t) = r(t)+ fot a(t,7)g(r,u(r))dr, te€[0,To), (M)
v(0) = o,
and
w'(t)+ Aw(t) = 0, t€][0,To], tF# tx,
w(0) = 0, (8)
w(ty) = Ip(u(ty)), k=1,2,--- m,

be the decomposition of u(.) = v(.) +w(.), where v is the continuous mild solution of (7
and w is the PC mild solution of (8.

By a mild solution for (7)), we mean a continuous function v : [0,Ty] — H satisfying
the following integral equation (For more details we refer to [2] and [10])

v(t) = S(t)vo +/O S(t—s) [T(s) + Yo(s)|ds, tel0,To], (9)

where
Tv(t):/o a(t, 7)g(r,u(r))dr.

and by a PC mild solution for (§), we mean a function w € PC([0, Tp], D(A)) satisfying
the following integral equation (see [20, Lemma 2.3 ])

— [ Aw(s)ds, te0,t1],

w(t) = Il(u(tl_:)) — [ Aw(s)ds, t € (t1,12], 10)

S L)
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The above equation (I0) can be expressed as

k t
w(t) = le(t)ll(w(t:)) —/O Aw(s)ds,

for t € [0, Tp], where

(t) = 0, for t €[0,t1],
Xl =0, for  te (tetir], k=1,2,3,,m

Taking Laplace transform of (IIl), we obtain

this gives

w(p) =Y e " P(pl + A)7'T

=1

Also, we note that (pI +A)~! = [Fe
for (R)

k

w(t) =Y xi(t)S(t — ti) Li(w(t;))-

i=1

Hence, the mild solution for the problem (@) is given by

k
:S(t)uo—f—in(t) (t—t;) /St—s s) + YTu(s)|ds.

We can rewrite (I4) as

S(tyuo + [1S(t —s) [T(s) + Tu(s)} ds, tel0,t],
S(t)uo + S(t —t1) I (ulty))

u(t) = +Jo S t—s[ s) + Tu(s )}d t € (t1, 1],

é( Huuo + S, (¢ — ) (u(t)
+ s t—s[ s)+Tu( )}d te (te o), k=12,

-, m.
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(11)

(13)

~PtS(t)dt. Thus we can derive the mild solution

(15)
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3 Local Existence of Mild Solutions

In this section, we will prove the existence and uniqueness results concerning PC-mild
solutions for system (B)). For 0 < a < 1, we define

X1 ={uve X :|ult)—uls)||a1 < LIt —s|,V t,s € (tk,tkt1],k=0,1,--- ,m},
where L is a suitable positive constant to be specified later.

Definition 3.1 A continuous function v : [0,7p] — H solution of problem (&)
S(tyuo + fy S(t— 8)[f(s,u(s), u(w(s, u(s)))) + YTu(s)ds, te[0,t],
S(t)uo + S(t - tl)fl(u(tl )

+ o St = 9)[f (s, uls), ulw(s,u(s)) + Yuls)lds, 1€ (tr,t2],

S(t)uo LRS- )L u(t)
Iy (00 ut) 0o, l5)) + Tl (bl

is said to be a mild solution.
For a fixed R > 0, we define
W={ueXNX;:u(0)=ug, |u-—uollpc<R}.

Clearly, W is a closed and bounded subset of X; and is a Banach space.
Let

Ny = sup ||f(0,uq,uo)l, (17)
0<t<Top

No= sup [g(0,u0)] (18)
0<t<Tp

and

To

ar, = / la(s)ds. (19)
0

Now we define a map G : W — W by
S(t)uo + fot St —8)[f(s,u(s), u(w(s,u(s)))) + Tu(s)]ds, t € [0,t],

S( )UO + S(t - tl)Il(’U,(tl ))
+fo (t = 8)[f(s,uls), u(w(s,u(s)))) + Tu(s)lds, ¢ (t,ta],

S(t )Uo + 1 5( — ti)Li(u(t;))
+ fo (t— sk f i ;(s),u(w(s,u(s)))) + Yu(s)|ds, t€ (tk,tut1],

)

s,
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Theorem 3.1 Letug € H, and the assumptions (H1) — (H4) hold. Then the problem
(3) has a mild solution provided that

T - a R
Cal(Ny +am, No)l $%— + M 2& <3 (21)
and
Tl—oz m
Ca{Lf(Q—i—LLw)—i—aTOLg}ﬁ +MY» d; <1, (22)
0

Proof. We begin with showing that Gu € X; for each u € X;. Clearly, G : X — X.
Let u € X7, then for each 71,75 € [0,#1], 71 <72 and 0 < a < 1, we have

[(Gu)(72) = (Gu)(11)[|a—1
< IS(m2) = S(71)]uolla—1

#1412 = ) = St = (o).l uls) s
+ [T a0t =) = S = M [ lat ) ot u(r)lar} s
[ 1A = ] G u(s)uCuls, ) s

T1

# [1ae s =] [ lats. )] ot u()ar s (23)

1

Since f(t, u(t), u(w(u(t),t))) and g(t, u(t)) are continuous, together with the assump-
tions (H1), (H2) and (H3), there exist constants Ny and Ny, such that

tu(t), u(w(t, u(t < Ny,
It e w @D < NP -
lg(t, u(®))]] < Ny
where Ny = L{T{" + R(1+ LLy) + LL,T{* } + Ny and Ny = LR+ N;.
For the first term on the right hand side of [23]), we have

A4St - S(ru)luoll < [ A (s

1

= / [|A“S(s)ugl|ds

1

[ 186 luollads

1

Mluolla(r2 —71). (25)

IN
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For the second and third term on the right hand side of (23), we have the following

estimate

[(S(r2 = 5) = 5(11 = 5))la1

IN

/ | A>~LS (1)S (11 — s)]|dl
0

_ / 1S()AS(7 — ) |dI
0

< MCy(ra—1)(m1—8)~ %

(26)

Then using the inequality (26]), we get the following bounds for the second and third

term on the right hand side of (23]) as

/OTI 1(S(ra — ) = S(m1 — 8)) A [|| £ (5, uls), u(w(s, u(s)))) | ds
0:: (1o — 11).

< NyMCag

0 =) =5 = pam I [ ot gt lar s

l1—a

< MNgCaaTolo_—a(TZ — 7).

The fourth and fifth term on the right side of (23)) are estimated as

/T2 1S (72 = s)A*THII1f (5, u(s), u(w(s, u(s))))llds

T1

< [|A* M N (2 — 7).

[ st = 9421 [ lats ) ot u(r)) e s

1

< [|A* " lar, MNg(r2 — 7).

Thus from the inequalities [28) and (27))-(B0), we see that

—x

1(G)(r2) ~ @u)(r)llas < M lolla + CulNy + 0, Ny) 12—

+(Ny +az,Ng) 147 } (72 = ).

For 11,72 € (t1,t2], T <72 and 0 < a < 1, we have

[(Gu)(72) — (Gu)(T1)[la—1
< IS(r2) = S(r)Juolla—1 + |A*7H[S(r2 — t1) = S(m1 — ta)[ L1 (u(ty))]

(27)

(29)

+ / 14218 (72 = 5) = S(r1 = $)I{ 15, uls), ulw(s, u(s))) + Tuls)| fds

+f 415 — {11 (s, us) uaw(s, u)) + Tu(s)] s

T1

(32)
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The second term on the right side of ([B2]) is estimated as

4718 = 1) = S~ ) < [ 1A = Gl s

1

= [T — )l ) s

1

M ([ (u(ty)) o (72 = 7). (33)

IN

Thus, from the inequalities (25), 217)-B0) and B3), we see that

[(Gu)(72) = (Gu)(11)]|la1

< M{luolla + 1T (tT)lla + Ca(Ny + az,Ny)

l-«

1 —«

+(N; +an,Ny) 47 M= ). (34)

Similarly, for 71,70 € (tk, tk+1], 71 <72,k =1,2,--- ,mand 0 < a < 1, we have

1(Gu)(72) = (Gu)(11)]|la-1

k 1
_ T
< M{Jlwolla + 3 IL: ()l + CalNy +az, Ny) 12

: —
=1

—

+(Ng +a,Ny) 42| J(a = ). (35)
Thus, for each 7,7 € [0,Tp], 1 < 72 and 0 < « < 1, we have
[(Gu)(72) — (Gu)(T1)[la—1 < L(72 — 1), (36)

where L = max{M|uplla, M S, [Ti(u(t; Dllas (N + ar,No)MCoZir (N +
ar, Ng) M| A=< }.

Therefore, G is piecewise Lipschitz continuous on [0,7Tp] and so G : X; — Xj.

Next we will show that G: W — W.

Let u e X N X, and ¢ € [0,#1], we have

1(Gu)(t) = uolla < [I(S(t) = I)A%uo|
+/O [15(t = ) A%|[[[f (s, u(s), u(w(s, u(s))))l|ds

+ [t = 4] [ a7 lots.u(s) ar]as
R

IN

Tlfa
9 + Ca[(Ny + ar, Nyg)] 107 a

R. (37)

IN
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Similarly, for each ¢ € (tg,tx+1],k =1---,m, we have

[(Gu)(t) = uolla

IN

1(S(t) = 1) A%uo|
+/ 1St = ) A%[[[[f (s, u(s), u(w(s, u(s)))) | ds
0

# [ st a1 [ a7l ot utsplar] as

k
+ 2148t =t Lu(t)]

R Tl—a k
< 5+ Col(Ny +an NP + M 3 Lty )
i=1
- R (38)

Thus, from (B7), (B]) and (21), it is clear that
|Gu — uol[pc < R.

Therefore, G : W — W is well defined.
Finally, we will claim that G is a contraction on W. If [0,¢1], u,v € W, then we have

[(Gu)(t) = (@) D)o < / St = $)A™ | [1£(s, u(s), u(w(s,u(s))))
.00 ol vE))lds + [ 8- 947
0
[ / la(s, 7| lg(r,u(r) = g(r,o(r)dr]ds.  (39)
We also note that
15, uls), ww(s, u(s))) = £(s, v(s), u(w(s, vo(s))]
< Lp{llu(s) = v(s)lla + uw(s, u(s))) = ulw(s,v() a1

(s, 0(5))) = vw(s, v(s)llar )
< L2+ LL,)[lu - vllpe. (40)

and

lg(7,u(r)) = g(r, v(T))lla < Lgllu = vl|pc. (41)
We use [@0) and {I) into ([B9), we get

1(Gu)(t) = (Gv) () lla

©{Lp(2+ LLy) + am Ly }To ™ [u = vllpe.

=T-a)
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For t € (t1,t2], we have

1(Gu)(t) — (GV)D)la < [CalLy(2+ LL) + aToLg}(lT{—;
+ M| @) o]l = vllpe.
For t € (tg,tk+1], k=1,2,3,---,m, we have
(Gu)(t) — (G) (D)o < [CalLp(@+ LLw) + aToLg}(lT(%;

MY Lt ) oo = vlle.

Thus, for each ¢t € [0, Ty], we have

1(Gu)(t) = (Gv)()[|la < {Ca{Lf(Q + LLy) + aToLg}%
+MZ dz} [u—vllpc.

69

(42)

Therefore, the map G is a contraction map, hence G has a unique fixed point v € W.

That is, problem (B]) has a unique mild solution.

4 Further Existence Results

Theorem [B.1] can be proved if we drop the hypothesis (H1),(H2) and (H3). In that case

the proof is based on the idea of Wang et al. [21].

Theorem 4.1 Assume the conditions (H4)-(H6) hold. The semigroup {S(t)}i>0 is
compact, f : I x Hx H — H and g : I x H — H are continuous. Let ug € H, there

exists a constant r > 0 such that

k l-«
_ T
M{ ol + 2 It } + Ca(My +ar, My) 12— <.
=1
where
My = sup [|f(s,u(s), ulw(s, u())ll, My = sup gls,u(s))]
sel,ue) sel,ue)
and

O ={vePC(H,): |v|pec <7}

Then there exists a mild solution u € PC(H,) of the problem (4).

(43)
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Proof. Let us define a map F : PC(H,) — PC(H.,), by

S(tyuo + fy St = 8)[f(s,uls), u(w(s, u(s)))) + YTu(s)lds, ¢ € [0,11],

S(tyuo + S(t - tl)I (u(ty))

+fo (t = 8)[f(s,uls), u(w(s, u(s)))) + Tu(s)lds, ¢ (t1,ta],

S(t )Uo + Zz 1 S(t = ta)Li(ult;))
—i—fo (t— sk i ;(s),u(w(s,u(s)))) + Yu(s)|ds, t€ (ti,tgps1],

Step 1. First we show that F is continuous. It follows from the continuity of f and g
that

£ (s, un(s), un(w(s,un(s)))) — f(s,u(s), u(w(s,u(s)))| < € as n— oo,
lg(s,un(s)) —g(s,u(s))| < € as n— oo,
for s € [0,t], t€[0,Tp).
Now, for each t € [0,¢;], we have
[(Fun) (@) — (Fu)(t)]|a < Call + aTo)?O::f —0,as n — oo. (45)

For, t € (t1,t2], we have

[(Fun)(t) — (Fu)(t)l|a
< M|\ I (un(ty)) — I (u(ty ))||a+0a(1+aTo)?(Lo‘e—>0,as n— oco. (46)

Similarly, for each t € (g, tk11],k =1,2,--- ,m,
[(Fun) (@) = (Fu)(@)la

_ _ Ty
< MZ 1 (un (7)) — Li(u(t; )l + Ca(l+ aTO)lo 046 — 0,a8 n — oc.

(47)

Thus, from the inequalities [45)-([@1), we see that F is continuous.
Step 2. Next we show that F maps bounded sets into bounded sets in PC(H,,).
Let u € §, then for t € [0,¢;], we have

Tl—a
|(F)O)lla < Muolla + CalM; + az, My) 72— (48)
For each t € (1, 2], we have
Tl—oz
|(Fw)Olla < M {olla + 15 @I f + Ca(Mf + ag, My) 72— (49)
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Similarly, for each ¢ € (tg,tg+1],k=1,2,--- ,m, we have

k -«
Fu)Olla < M{ ol + S Il Do } + CalMy +ar M) 12— (50)

a
Thus, from inequalities @3] and (@R)-(E0), we see that F : Q — Q.

Step 3. In this step, we show that F maps bounded sets into equicontinuous sets in
PC(H,). Let 71,72 € [0,t1], 71 < 72, we have

[(Fu)(r2) = (Fu)(m)la

T,
< M{|luollo + Ca (M + az, My) 1°—
AT (My + am, My) } (72 = 7). (51)
Similarly, for each 7,70 € (g, tkt1], 71 < 72, Kk =1,2,--- ,m, we have
|(Fu)(r2) = (Fu)(r)lla
k Tl—oz
< M{Juolla + Y7 12t o + Ca(My + ar, M) To—
=1
A (M; + am, My) } (72 = 7).
(52)

The right hand side of (B2]) tends to zero as 75 — 71. Hence, F() is equicontinuous.
Step 4. F maps (2 into a compact set in H,,.

For this purpose, we decompose F by F = F; + Fo,
where

(Fru)(t) = S(t)uo +/0 S(t = 8)[ £ (s, uls), ulw(s, u(s))) + Tu(s)|ds,

te I\ {tla"' at’m}a
and

0, te [0, tl],
(Fau)(t) =

k _
2im1 St = ti) Li(u(ty)),
Since F3 is a constant map and hence compact.
Finally, we need to prove that (Fiu)(t) is relatively compact in Q for 0 < t < Ty.

The set {S(t)up} is precompact in H, for each t € [0, Tp], since {S(t),t > 0} is compact.
For t € (0,Tp], and € > 0 sufficiently small, we define

t € (thythy1], k=1,2,--+ ,m.

(Fru)(t) = S(e)/o h S(t—e—s) [f(s, u(s), u(w(s,u(s)))) + Yu(s)|ds, ueQ.
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The set {(Ffu)(t) : u € Q} is precompact in H, since S(e) is compact. Moreover, for
any u € ), we have

t

[(Fru)(t) = (FTu)B)lla < /t [A%S(E = s)[| [1f (s, u(s), ulw(s, u(s))))l|ds

—€

# [t =1 { [ a7 ot s lar s

—€

< MMy +ar,My)e.

Therefore, {(Ffu)(t) : u € Q} is arbitrarily close to the set {(Fiu)(t) : u € Q}, ¢ > 0.
Hence the set {(Fiu)(t) : u € Q} is precompact in H,,.

Thus, F; is a compact operator by Arzela-Ascoli theorem, and hence F is a compact
operator. Then Schauder fixed point theorem ensures that F has a fixed point, which
gives rise to a PC-mild solution.

5 Application

Consider the following semi-linear heat equation with a deviating argument

2
% = % + H(z,u(z,t)) + G(t, z,u(z, t)),
—l—fot a(t, )2 &(z, mu(z, 7), Zu(z, 7))dr
re(0,1) , te 1(0:%) U (s, 1), (53)
Au|t:% = 11515()%)75
u(0,t) = wu(l,t)=0,
u(z,0) = wo(x), x€(0,1),

where

(e, u(z 1)) = / " K y)uly, g(O)luly, O)])dy,

and the function G : Ry x [0, 1] x R — R is measurable in z, locally Holder continuous in
t, locally Lipschitz continuous in u, uniformly in x. Assume that ¢ : Ry — Ry is locally
Holder continuous in ¢ with 1(0) =0 and K € C'([0,1] x [0, 1]; R).

Let X = L?((0,1); R). We define an operator A as follows,

P
0x?’

where X5 = D(AY?) = H}(0,1) and X_;,» = (H}(0,1))* = H~1(0,1) = H?(0,1).
Here clearly the operator A is self-adjoint with compact resolvent and is the infinitesimal
generator of an analytic semigroup S(t).

Let us define g : [0,00) x D(A) — X by

1, 6)(2) = o9, 6, 1), -9, (55)

T

Au = D(A) = Hy(0,1)n H*(0,1), (54)

and the function f: Ry x Xj/5 x X_1/0 — X, is given by

ft, 6, 0)(x) = H(z,¥) + G(t,z,9), (56)
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where H : [0,1] x X — H}(0,1) is given by
At v(e.0) = [ Ko od (57)

with ¥(z,t) = ¢(z, w(t, ¢(z,t))) and w(t, ¢(z,t)) = g(t)|¢(z,t)| , G : RT x [0,1] x
H?(0,1) — Hg(0,1) satisfies the following

1G(t =, 9)|| < Qz,t)(1 + [[¥]lm2(0,1)) (58)

with Q(.,t) € X and @ is continuous in its second argument. Then, we can easily verify
that the assumptions (H1)-(H6) hold. For more details, we refer the reader to [7].

6 Conclusion

The sufficient conditions of the existence and uniqueness of PC-mild solutions to the
integro-differential equations with a deviating argument are established.
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Abstract: In this work, an application is made of an extension of the Leggett-
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problem which requires neither of the functional boundaries to be invariant. In con-
clusion, two nontrivial examples are provided.
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1 Introduction

For years, fixed point theory has found itself as a center of study for boundary value
problems. Many results have provided criteria for the existence of positive solutions or
multiple positive solutions using fixed points of operators. Some of these results can be
seen in the works of Guo [10], Krosnosel’skii [12], Leggett and Williams [I3], and Avery
et al. [IL[3L06].

Applications of the aforementioned fixed point theorems have been seen in works
dealing with ordinary differential equations [2l[5][9] and finite difference equations [4J[7[11],
and most relevant to this paper, the theorems have been utilized for results that involve
dynamic equations on time scales [8[T4L15].

In this paper, we show an application of the recent extension of the Leggett-Williams
fixed point theorem by Avery et al. [I] to a right-focal dynamic boundary value problem
on a time scale.
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Let T be a time scale with 0, 0%(1) € T. We consider the right focal dynamic boundary
value problem

222 4 f(o(t) =0, t€(0,1)NT, (1)
on the time scale T with boundary conditions
(0) = 2®(o(1)) =0, (2)

where f : [0,00) — [0, 00) is continuous.

2 Definitions

In this section, we present definitions and conventions that will be used throughout the
rest of the paper.

Definition 2.1 We define the closed interval [0, 1] to mean
0,1]={teT:0<t <1}

All other intervals are defined similarly, except for those specifying the domain or
codomain of a function.

Definition 2.2 Let F be a real Banach space. A nonempty closed convex set P C FE
is called a cone provided:

(i) z € P, A > 0 implies Az € P;
(ii) z € P, —x € P implies z = 0.

Definition 2.3 A map « is said to be a nonnegative continuous concave functional
on a cone P of a real Banach space E if a : P — [0, 00) is continuous and

a(te + (1 = t)y) > te(z) + (1 = t)a(y)

for all z,y € P and t € [0,1]. Similarly we say the map 8 is a nonnegative continuous
convex functional on a cone P of a real Banach space F if §: P — [0,00) is continuous
and

Blte + (1 —t)y) <tB(x) + (1 - 1)B(y)
for all z,y € P and t € [0, 1].

3 The Fixed Point Theorem

We first define sets that are integral to the fixed point theorem. Let o and v be non-
negative continuous concave functionals on P and let § and 8 be nonnegative continuous
convex functionals on P. We define the sets

A=A, B,a,d) ={z €P : a<a(z)and f(x) < d},
B=B(,b)={zxe€ A : i(x) <b},

and

C=C,c)={zcA: c<y(x)}

The following fixed point theorem is attributed to Anderson, Avery, and Henderson [I]
and is an extension of the original Leggett-Williams fixed point theorem [I3].
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Theorem 3.1 Suppose P is a cone in a real Banach space E, o and ¢ are nonneg-
ative continuous concave functionals on P, § and  are nonnegative continuous convex
functionals on P, and for nonnegative real numbers a, b, ¢, and d, the sets A, B, and C
are defined as above. Furthermore, suppose A is a bounded subset of P, T : A — P is a
completely continuous operator, and that the following conditions hold:

(A1) {z €A : c<p(z) and 6(x) <b} #0, {x € P : a(z) <a andd < B(z)}
(A2) o(Tz)
(A3) a(Tx) > a for all x € A with 5(Tx) > b;
)
)

0;

>a for all x € B;

(A4) B(Tx) <d for all z € C; and
(A5) B(Tx) <d for all x € A with v(Tz) < C.
Then T has a fized point x* € A.

4 Existence of a Positive Solution of (1), ()

In this section, we show the existence of at least one positive solution to (), [2]). To that
end, we now consider the dynamic equation

222+ f(2(o(t)) =0, t€ (0,1),
on a time scale T with boundary conditions
2(0) = 2% (0 (1)) = 0,

where f :[0,00) — [0,00) is continuous. If x is a fixed point of the operator T' defined
by

Tx(t) := /06(1) G(t,s)f(x(o(s)))As, t €[0,0%(1)],
where G(t,s) defined on [0,0%(1)] x [0,0(1)] by
t, 0<t<s<o(l),
a(s), o*(1)>t>o(s) >0,
is the Green’s function for the operator L defined by

(Lz)(t) :== —z™2,

with right focal boundary conditions

then it is well known that x is a solution of the boundary value problem (), ().
Throughout the remainder of the paper, we will often make use of the following
property of the preceeding Green’s function. For any y,w € [0,0%(1)] with y < w,

yG(w,s) <wG(y, s),
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which implies
o(1) o(1)
y/ G(w, s)As < w/ G(y, s)As. (3)
0 0

Let £ = C’Td[(), 2(1)] be the Banach Space composed of right-dense continuous func-
tions from [0, 02(1)] into R with the norm

= t)|.
lall =, _maxJa(t)

Define the cone P C E by
P = {x € E : z is nondecreasing, nonegative, and concave.}

For fixed 7, u,v € [0,02%(1)], define the nonnegative concave functionals o and 1) to
be

— t — ,
alz) = te{:n;gl(l)]x( ) = a(r)
)= min xz(t) = x(p),
o) = min 2(t) =)

and the nonnegative, convex functionals § and 3 to be

§(x) = nax, z(t) = z(v),

B(x) = max x(t) = z(c*(1)).

te[0,02(1)]

Theorem 4.1 Let 7,p,v € (0 o?(1)] with 0 < 7 < p < v < 02(1). Let d and m
be positive reals with 0 < m < 2(1) and suppose [ :[0,00) = [0,00) is continuous and
satisfies the following:

(i) f(w) > =gy for iy <w < F5
(i) f(w) is decreasing for 0 < w < m and f(m) > f(w) for m <w < d; and
(iii) fo“a(s)f(m““ )As<d F(m)o?(1)(o(1) — ).

Then [),[@) has at least one positive solution x* € A(a, B, 02(1) ,d).

Td vd ud

Proof. Let a = S2(0)’ b = o2’ and ¢ = 220" Define Tz(t)

foa(l G(t,s)f(z(o(s ))) . Now by definition, A C P, and for all x € A, d > S(z)
max x(t) = z(c?(1)), and so A is bounded.
te[0,0(1)]

Now, if z € A C P, then Ta(t) = [V G(t, s)f(x(o(s ))As, and so TrAA(t) =
—f(z(o (s))) < 0 for t € [0,1], and so Tz is concave, and Tx™(t) is nonincreasing on
[0,0(1)]. Furthermore, Tz®(c(1)) = 0, and so Tx®(t) > 0 on [0,0(1)]. So Tz is
nondecreasing on [0,02(1)]. Therefore, T : A — P.
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Now we prove our first enumerated condition (Al). Let K € R with

d d
— <K< = , which is well-defined by (). Define
o2(1) o G(p, s)As o?(1) [y G(v,s)As

i (t) = Kfoa(l) G(t,s)As. So zx € P,

o(1)
alzg) = K/ G(1,s8)As
0

pd fog(l) G(r,s)As

o?(1) [ Glu,5)As
7d foa(l) G(u,s)As
-~ o02(1) foa(l) G(p, s)As
Td

= :a/7

(1)

and

Blax) = K [ " Gor(1), 905
vd [T G(02(1),5)As
a2(1) [TV G(v, 5)As
_ () 179 G, 5)As _
= o2(1) [TV G, 5)As

<

So xx € A. Now

o(1)
blex) = K / Gy, $)As

pd fog(l) G(p, s)As
o2(1) foa(l) G(p, s)As
ud

T ©

and

o(1)
O(zrg) = K/ G(v,s)As
0

vd foa(l) G(v,s)As
o2(1) foa(l) G(u,s)As
vd

= 22(1) =b.

So{z € A: c<i(x)and §(z) < b} #0.
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Next, let x € P with 3(x) > d. Then since for all y < w, wa(y) > yz(w), o?(1)x(r) >
rx(0%(1)), and so

o?(1 -

Therefore {x € P : a(z) <a and d < B(z)} = 0.
Next, we prove (A2). Chose x € B. So 6(z) < b. Now by (i),

S~—
)
[V}
—
-
S~—

(1)

o(1)
o(Tz) = /0 G(r, ) f(z(o(s)))As

z[QMWVMdmms
_ / f(x(o(s))As
Z%}(@gﬂuﬂAs
LA

Next, we prove (A3). Let « € A with 6(T'z) > b. Then, by @),

o(1)
o(Tz) = /0 G(r, ) f(2(0(s)))As

. o(1)
Y RO
= ~6(Ta)

T vd Td

v oo2(1)  o2(1)
Now we prove (A4). Now, since z is concave and nondecreasing for all ¢ € [0, u],
Ho(p)o(t) - colt) _ molt)
o(w)  ~olp) — alw
So by conditions (ii) and (iii), we have

a(1)

z(a(t)) =

B(Tx) =
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Finally, we prove our last condition, (A5). Let € A with ¢(Tx) < ¢. So, we have

o(1) 0.2 o(1)
80 = [ Gl o@as < T [T G slo))as
_ 02(1)¢(Tz) < a?(1)c 4
7 [

Thus 7' has a fixed point z* € A, and therefore z* is a positive solution of (), ().

5 Two Nontrivial Examples

Example 5.1 Let T = [0, ] U[1, ] and consider the boundary value problem

’ 2

1
AA A
== 4+ =0,te(0,1))NT, z(0)=z"(c(1)) =0.
(o(t)) +1 (0,1) (0) = 2%(e (1))
Choose 7 = 55, u:%,aylzl, m=1,andd= 3. Note that 0 <7< p<v<o?(l)=1
and 0 < m < k= 02(1) =52 = 1%. Also, f(w) = w—+1 is continuous from the nonnegative

reals to the nonnegative reals. Lastly,
()fOI‘—S’w<5,f() f()zg £:m7

(i) s3ince f(w) <10 for w > 0, f(w) is decreasing for 0 < w < 1 and for 1 < w
5 f(m) = f(3) = f(w), and

eee maols 3 3 1
(i) [ U(S)f( g<ﬁ>)) As = [Zsf(Ls)As = [Z smm ~ 0115471 < 02 = 2 —
=2 f(HWg=d— f(m)a*1)(o(1) — p).

Therefore, the boundary value problem has at least one positive solution, z*, in

A(a, B, z5,2). That is, 2*(35) > =5 and z*(1) < 2.

Example 5.2 Let T = 2Z = {2" : n € Z} U {0}. Consider the boundary value
problem

IN

AA cos?(0.2z(a(t))) _
VGl To 1

ChOOSGT:ﬁ, M:Q, v = 4, m:%,anddzg. Note that 0 < 7 < p < v <
2 _ 2.2 5 _ cos?(0.2w) . .
o?(l)=4and 0 < m < =gk~ 2(1) =2~ = 5. Also, f(w) = v is continuous from the

€(0,1)NT, z(0)=az*(s(1)) =0.

nonnegative reals to the nonnegative reals. Now,

(i) for ggy <w < 3, f(w) > f(3) = 0.531967 > £§ = >y,

(i) since f'(w) < 0 for 0 < w < 3, f(w) is decreasing for 0 < w < 1 and for
s <w< 3, f(m)=f(5) = f(w), and

x 1 1 1 ) ) 1
o mo(s) _ o~ = I
(iii) ! U(s)f( ol )As = <20 . Qk_l) o 200009 < 5= — f <5>
42-2) =d— f(m)o*(1)(o(1) — p).
Therefore, the boundary value problem has at least one positive solution, z*, in

Al B, 8192’2) That is, 2*(1551) > g5 and 2*(4) < 3.
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6 Conclusion

Here it was shown how a recent Avery et al. fixed point theorem [I] that was developed
as an extension of the original Leggett-Williams fixed point theorem [I3] can be applied
to show under certain conditions, the existence of a second order right focal dynamic
boundary value problem. Two nontrivial examples were then provided to show that
these conditions could be applied to specific boundary value problems.
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Abstract: In this paper, a sliding mode control law is designed for stabilization
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1 Introduction

Recently, time delays inevitably exist in systems and processes [1L[2] due to poor per-
formance, undesirable system transient responses, and instabilities so that as a result,
most systems may include a delay term. In general, the time-delay is believed to have
a negative impact on the control system performance. To compensate for this impact,
Smith predictor schemes work fine for slow processes [3l4]. In the last two decades, the
theory of fractional calculus has attracted researchers [5H9], because of its wide use in
different areas of sciences and engineering, such as viscoelastic systems [12[13], sinusoidal
oscillators [I4], electromagnetic theory [I5[16], and bioengineering [17]. The sliding mode
control (SMC) approach is one of the most important methods and this approach can be
used in many systems [I8[T9] because of its robustness to parameter uncertainties and
insensitivity to external disturbances. Sliding mode control (SMC) is based on the theory
of variable structure systems [20]. The main feature of SMC is to cause states from initial
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conditions to a sliding surface and then the states are forced to remain on sliding surface
because the system on the sliding surface has desirable properties such as stability and
disturbance rejection capability [21]. Another approach is the use of fractional order
controllers such as the CRONE controller [22,23], the TID controller [24], the fractional
PID controller [25], and the FO adaptive SMC [26] to improve system control function.
The topic of the present work is the stability of fractional-order linear systems with
disturbances and multi time-delays have been done using the sliding mode control strat-
egy. In this paper, the sliding mode controller for a class of linear fractional order
systems with parameter uncertainties and multi time delay in state and input distur-
bance is proposed. The paper is presented as follows. In Section 2, basic definitions
in fractional calculus are given. In Section 3, problem formulation of fractional-order
systems is presented. Section 4 proposes the sliding mode control method. Numerical
simulation results are shown in Section 5. Finally, conclusion is made in Section 6.

2 Basic Definition and Preliminaries

There exist many definitions of fractional derivative. Two of the most commonly used
definitions are the Riemann-Liouville, and the Grunwald-Letnikov definitions. The
Grunwald-Letnikov fractional derivative of order g of a continuous function f(t) is defined

by [27] o
ot = g [0S (M) se-a |54

=0

Riemann-Liouville fractional integral and derivative operators of order q are defined as

g Looar ! g1
th(t)_mﬁ/o(t_ﬂ f(r)dr.

where n is the first integer which is not less than ¢, i.e., n —1 < ¢ < n and T is the

Gamma function -
F(q):/ et at.
0

If 0 < ¢ < 1, then the Riemann-Liouville fractional derivative and integral operators of
order q are defined as

DO = s ||t
I3f() = 1°F(t) = ﬁ / (t — 7)1 f(r)dr.

3  Stability

Lemma 3.1 [28] The following autonomous system.:
Dix(t) = Axz(t), x(0) = xo, (1)

where 0 < g < 1, z(t) € R™ and A € R™ " is asymptotically stable if and only if

larg(eig(A))| > L&, in this case, each component of the states decays towards origin
like t=9. Also, this system is stable if and only if larg(eig(A))| > L& and those critical

eigenvalues that satisfy |arg(eig(A))| = L+ have geometric multiplicity one.
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The stable and unstable regions for 0 < ¢ < 1 are shown in Figure [I1

Stable Stable

qT / 2 Unstable

»
>

grf2 o

Unstable
Stable

Figure 1: Stability region of LTI fractional order system with order 0 < ¢ < 1.

4 Problem Formulation

Now consider the linear uncertain system of fractional order with multi delays in state
as follows:

N
Diz(t) =Y ai(Aix(t) + Aira(t — tar) + Aigpa(t — td2) + . ..
1=1

+ Aiqz(t — tg) + BiB(u(t) + w(t))). (2)

where and z(t) € R", u(t) € R™, w(t) € RP are the state vector, the controller, the
exogenous input of the system, 4; € R"*"™ B, € R"™™ B € R™*™  A;; € R™*™ are
constant matrices, and ¢ is the fractional derivative, 0 < ¢ < 1, and «; are indeterminate
parameters which satisfy «; > 0 and Zfil a; = 1.

Conditions that are necessary mode switching systems starting from any point and
move on the switching surface and reach it (to switching level) are called reaching condi-
tions. One of these conditions is as follows. This condition reach is global but does not
guarantee limited arrival time:

V(t) =SS, (3)

where S is sliding sector. Another requirement in [21] is suggested that including the
shown entity,

1d
——8% < S|,
50 = S|
where 7 is a positive constant. That fulfilling the above condition causes the switching

time reach less than @.

5 Design of the Controller

In sliding mode control, the system state movement to a desired place, is comprised of two
parts, the reaching phase and the sliding phase. The control switching level (reachability
phase), should lead the system to the desired level. When all the modes of system were on
the surface, sliding mode occurs (sliding phase). In sliding mode, the dynamic behavior
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of the system is determined by choosing the switching level. Let the sliding surface S be
such that:
S(x,t) = I'"92(t). (4)

Theorem 5.1 The sliding mode control law:

-B~1 S
u(t) = ks (5)
a |IS@)
when
a = min{|B1|5 |B2|7 R |BN|}5
b =max{|[A1z ()], [[A2z (D), ..., |[ANz(t)|[},
dietayr = max{|[A1q1z(t — tar)|], [[Azarz(t — tar)ll, - - - [[ANarz(t — tar)|l},
ddetay2 = max{|[A1422(t — ta2)|], |[A2d22(t — ta2)ll, -, [[ANa22(t — ta2)|l},
dgelayr = max{|| A1z (t — ta)l|], [|Asarx(t — ta)ll, - -, [ Avaix(t — ta)|l},

k = d+ daciay1 (%) + daclay2(z) + - - + daelayn (x) + bl By + ne™||S(1)]|*,
andn >0, A>0, 0<d<1.

Proof. The Lyapunov function to be defined in (2) taking the time derivative of S
in (3) and substituting by (4), we obtain:

N N N
S(t) = Z OAZ‘AZ':C(t) + Z OtiAidlll'(t — tdl) + -4 Z OziAidN:C(t — th)
=1 =1 =1
N N (6)
+ Z aiBiBu(t) + Z aiBiBw(t).
=1 =1

Substituting (4) in (2), we have

V(t)=81)S(t) = ST aidin(t) + > aidiga(t —tar) + ...
N =1 N =1 N (7)
+ ) aidigna(t —tan) + ¥ aiBiBu(t) + Y a;i BiBu(t)).

On the other hand, we have
N N
V(t)=ST(1)S(t) = ST ciAim(t) + > aiAinz(t —tar) + ...
i=1 i=1

S(t) SN B | < 0. B:Buw
oI +; :BiBu(t)),

N
+ Z OéiAide(ﬁ — th) -
=1



88 M. NAZARI AND S. BALOCHIAN

hence _
V(t) <ne M||S()]]>°.

This indicates that the Lyapunov function is positive definite and its derivative is negative
definite. By Lyapuonv stability theory and Lemma 1, the closed-loop system (1) with
the control law (u) in (4) is asymptotically stable.

We consider, the system states will reach the sliding mode S = 0 for a finite time 7.
We have
1d(STS)  1dS? SdS

§TS = _ 1A gds
2 dt 2 dt dt

It follows that
dt 1

dl[S(T)[| — ne [[S@)|[*="

» dIs()|

dt

we can integrate (8) from 0 to T', we have

= e XIS, (8)

— 1 A &
7= —{in(1 = SISO,

Therefore, t > T', the system will converge to switching manifold at any initial state. T
is positive, it is enough that the selected constants

A é
< — 1.
0< SISO <

d

6 Simulation Results of the Proposed Sliding Mode Controller

The sliding mode controller given by (4) is applied to the fractional order systems given
by (1). Now consider this system, for example

3
Dixz(t) = Zozz-(Ai:c(t)JrAidlz(tftdl)+Aid2x(t7td2)+Aid3z(t7td3)+BiB(u(t)+w(t))),

=1

Dfx(t) Zal(A1$(t)+A1d1$(t — tdl)—l—Aldgw(ﬁ — td2)+A1d31’(t — tdg)—i—BlB(u(t)—i—w(t)))
ZQQ(A2$(t)+A2d11'(t — td1)+A2d2£L‘(t — td2)+A2d3$(t — tdg)JngB(u(t)er(t)))
ZQQ(A2$(t)+A2d11'(t — td1)+A2d2£L‘(t — td2)+A2d3$(t — td3)+BgB(U(t)+’w(t)))

The initial conditions of system (1) are taken to be [z1(0) z2(0)]" = [2 —1] .
Then, we choose A; = {13 101],/12 = {?2 98],/13 = ? 26},A1d1 =
{1_5 g},fhdz{g 14}7/11(13[2 i},Azm{g S],AQdQ[g ;}7
Azaz = [(151 11},143011 = [?0 18],143@ = [11 51)],143013 = [(1) Z},
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Figure 2: Sliding mode control ; = 0.1, as = 0.5, az = 0.4 (sampling interval,
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B = [01 (1)], By = 04, B, = 06, B3 = 0.2, ¢ = 0.5, h = 0.005, and

tar = 2, tgo = 4, tgzs = 11, and the disturbance is of the form of w(t) = sin(¢). The
parameters of the controller are chosen such that n =3, 6 = 0.4, vy =1, A = 4. The
performance of the system is simulated. We plot this system for two different categories
of parameters ay, as, az. The plots of the states of the system are shown in Figures
2(a) and 3(a) for the different parameters oy, ag, as. Figures 2(b) and 3(b) give the
control input wuy(t), and Figures 2(c) and 3(c) give the control input us(¢). Therefore,
it can be concluded that the simulation results indicate that the proposed sliding mode
controller works well.

7 Conclusions

In this paper, the sliding mode controller for stabilization of fractional order systems
with uncertainties and multiple delay in state and disturbance input is investigated. A
switching surface of integral type is proposed such that stability of the closed-loop system
in the sliding mode can be guaranteed. An illustrative example shows the effectiveness
of the proposed new scheme.
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Abstract: We give a construction of a cubic stochastic operator (CSO) on a finite
dimensional simplex. This construction depends on a probability measure p which
is given on a fixed finite graph . Using the construction of CSO for p defined as
product of measures given on components of G a wide class of non-Volterra CSOs is
described. It is shown that the non-Volterra operators can be reduced to N number
(where N is the number of components) of Volterra CSOs defined on the components.
By such a reduction we describe behavior of trajectories of a non-Volterra CSO defined
on the three dimensional simplex.

Keywords: simplex; graph; cubic stochastic operator; Volterra cubic operator.
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1 Introduction

There are many systems which are described by nonlinear operators. One of the simplest
nonlinear case is quadratic operator (for a recent review on the theory of quadratic
stochastic operators see [5]). Quadratic dynamical systems have been proved to be a rich
source of analysis for the investigation of dynamical properties and modeling in different
domains, such as population dynamics [IL[6], physics [11], economy [2], mathematics
[10]. In modern scientific investigations non-linear operators of higher order arise. In
particular, a cubic stochastic operator (CSO) can be obtained in gene engineering and
free population with a ternary production. To study non-linear dynamical systems a
method of Lyapunov functions is used (see [5L[9]).
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In [7], [8] and [12] the behavior of trajectories of some CSOs were studied. A CSO
arises as follows: consider a population consisting of m species. Let 20 = (29,...,29) be
the probability distribution (where x¥ = P(i) is the probability of i, i = 1,2,...,m) of
species in the initial generation, and P;;,,; be the probability with which individuals in
the ith, jth and kth species interbreed to produce an individual I, more precisely P;jx
is the conditional probability P(Ii,j, k) with which ith, jth and kth species interbred
successfully, when they produce an individual /. In this paper we consider models of free
population i.e., there is no difference of ”sex” and in any generation the ”parents” ijk
are independent i.e., P(3,j, k) = P(i)P(j)P(k) = ziz;zk.

Each CSO W can be uniquely defined by a matrix P = P(W) = {Piji 1} =1
Usually the matrix P is known. In this paper we give a constructive description of
P. This construction depends on a probability measure p which is given on a fixed
finite graph G and finite set of cells (configurations). Such constructions for quadratic
stochastic operators are given in [3] and in the general form in [4].

The main aim of the paper is to show that if p is the product of the probability
measures being defined on the maximal connected subgraphs (components) then corre-
sponding non-Volterra CSO can be reduced to N number (where N is the number of
components) of Volterra operators defined on the components.

By such a reduction we describe behavior of trajectories of a non-Volterra CSO defined
on the three dimensional simplex. These results are a natural generalization of the
paper [13] which was devoted to quadratic stochastic operators.

2 Construction of Cubic Stochastic Operators

Recall that a CSO is a mapping of the simplex

Sl = Lo = (21, .y Tm) € R™ 12y > O,in =1}

i=1
into itself, of the form
m
W = Z Pijrzizjze, (I=1,..,m), (1)
i,j,k=1
where P;;j; are coefficients of ’heredity’ and
m
Pijky >0, Y Pyrg=1, (i,j,k,1=1,..,m). (2)

=1

Let G = (A, L) be a finite graph without loops and multiple edges, where A is the set
of vertexes and L is the set of edges of the graph.

Furthermore, let ® be a finite set, called the set of alleles (in problems of statistical
mechanics, ® is called the range of spin). The function o : A — ® is called a cell (in
mechanics it is called configuration). Denote by 2 the set of all cells. Let S(A, @) be the
set of all probability measures defined on the finite set (2.

Let {A;,i = 1,..., N} be the set of maximal connected subgraphs (components) of
the graph G. For o € Q denote by o(M) its "projection” (or ”restriction”) to M C A :
o(M) = {o(x)}zer. Then any o € Q has the form o = (01,...,0n5), where o; = o(A;).
We say o(M) is a subcell iff M is a maximal connected subgraph of G.
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Fix three cells o, ¢,y € 2, and put
Qoyo, ) ={r=(r1,...,78) €Q: 71 € {oi, i, i },Vi=1,...,N}.

Remark 2.1 The set Q(o, ¢, 1) can be interpreted as the set of all possible ’children’
of the 'parents’ = (o, ¢, ). A child 7 can be born from 6 if it only consists the subcells
of its parents 6. For quadratic stochastic operators such a set was first considered in [3]
and in the general form in [4].

Now let u € S(A, ®) be a probability measure defined on  such that p(o) > 0 for
any cell o € Q. The heredity coefficients P,y - are defined as

() if Q( )
Qe L T ERT e P),
Pogyr=14 "07° (3)

0, otherwise.

Obviously, Pypy,» >0, and Y Prpy,r = 1 for all o,¢,7 € Q.

The CSO W = W, acting on the simplex S(A, ®) and determined by coefficients (3]
is defined as follows: for an arbitrary measure A € S(A, ®), the measure W(\) = X €
S(A, ®) is defined by the equality

N(T) = Y Py M0)A@)AW) (4)

0,0, PEQ

for any cell 7 € Q).

The CSO construction is also closely related to the graph structure on the set A.

A CSO is called Volterra if the coefficients P;jx,; may be nonzero only when ! € {i, j, k}
and vanish in all the remaining cases (see [7,[]).

It is easy to see that any Volterra CSO has the following form

m m
RSV 2 _
Wz =ux | o7 + E a; T + g bijiziz; |, (1=1,...,m), (5)
i=1 i,5=1
i£l i£1, AL

where a;; and b;;; are some coefficients depending on P ;.
Theorem 2.1 The CSO ) is Volterra if and only if the graph G is connected.

Proof. Let G be connected then (o, p, ) = {o,p,9¥}. Consequently, by @) it
follows that the corresponding operator is Volterra. Conversely, if (3] satisfies Pyyy r = 0,
for 7 ¢ {0, , 1} then by condition u(c) > 0 it follows that G is connected.

3 A Class of Non-Volterra CSOs

In this section we describe a condition on measure ; under which the CSO W, generated
by p (using the construction described in the previous section) can be studied using the
theory of Volterra CSO.

Denote by Q; = ®*i the set of all cells defined on component A;, i = 1,...,N. Let y;
be a probability measure defined on ;, such that p;(c) > 0 for any o € Q;, i =1,..., N.
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Consider probability measure g on Q = €y x --- X Qn defined as

= Hui(%)a (6)

where 0 = (01, ...,0n), with 0; € Q;,i=1,..., N.
By Theorem R.T], if N = 1 then QSO constructed on G is Volterra QSO.

Theorem 3.1 The CSO constructed by ) with measure [@)) is reducible to N sep-
arate Volterra CSOs.

Proof. For any 0 = (01, ...,0n), ¢ = (p1, .., oN)s ¥ = (Y1, ..., N) € Q we have

N N
o, 0,)) = > 1T i) =TT (uilo) + miler) + pi(es)-
rle{alg;.;p‘ﬂ}—]\i‘ 1,..., N =1 =1
Using this equality by (@) we get
N i (73) :
P o = Hi:l i (oi)+pi (pi)+ma (i) it 7€ Q(Uv 12 1/1), (7)
ocp, T —

0 otherwise.
Thus CSO generated by measure (@) can be written as

N(T)=N(71, .0y TN) =

3 H Smeloetid) 3G AG).  (8)

(o ox) i oi€Q i=l i(o +Mz(¢1)+ﬂz(wz)
=(01,...,0N) : 0 i

ag
Y= (¢17"'730N) L i € Q’L
w: (1/)17~-7¢N) : % S Qz

Denote
E )\ E )\(7‘1,...,Ti_l,w,Ti+1,...,TN). (9)
TEQ: Tl Ti—13Tj4100 TN

Ti=w T €Q kFT

From (8) we have

;o ) — pi(w) «
Xlw=) Nn=) > i(w) + pai(i) + pa(i)

TeQ: TEQ: | T1y 010415 TN
Ti=w Ti=w P,PpER

N
Mj(Tj)l(TJE{Uz ©ii})
L ALy ey Oim 1, W,y T 1y vy ON)A @) A (W) +
H (o) + (i) + () (1 ' A ML)

PlsrPi—1:Pit1s s YN
o, pEQ
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N 1
II 15 (T5) L (7€ (00.0.051) A@)A(#1

v 15 (05) + w5 (05) + g (15) L Qi1 W, Pig 15 -y ON)A()+

pi(w)
Z (0 +Mi(<Pi)+Mi(w)x

J(Tj)l(ﬂe{au‘/’wwj}) )\ )\ )\ X . —
)‘i’,uj(@])‘i’,uj("/)]) (U) ((P) (wla"'awz—lawawz-i-la---awl\f) -

A‘:

,Uz( )
DY () + () + a(0n)

My TJ 1(7']6{‘711‘/’1171’1})
)\(0‘1,...,0‘1'_1,’LU,0'Z' 1;---;0'N))\((P))\(w)- (10)
TGZQ ]‘_‘[ 1 (05) + 1 (©5) + 115 (1) !

Ti=w jFL

It is easy to see that

N )1
Z H TJ (r;€{oj.5,%5}) _
Lo i1 Tt e 7)) + ()
bl sl sl b 1 #
Thus from ([I0) we have
RHS of (I0) =
pi(w)
3 AO1y ey i1, W, Tt 15 ooy ON)A(@)A (W) =
al,...,ai,;ﬂ ..... o Hi(W) + (i) + pi (i) (1 ' A JAPAWY)
p,pEN
pi(w)
ST OMONPAW) +6 Y
e o 2pi(w) + pi(i)
Z )‘(013"'70i—15w50i+13"'70’N))‘(S01a"'7S0i—1awagoi+1a"'a(JDN))‘(w)—’—
0'1,.4.70'1'_170'1'_’_1,4.4,0']\[

Py ey Pi—1; Pitly oy PN
Y1, s Yim1, Yig1, o, YN

pi(w) %
i Z pi(w) + pi(s) + i (i)

Pi i € \w
Z MOy ooy Oim1, W, Tt 1,5 ey ON)AN)A(W) =
0’17 .4.70'1'_1,0'1'_’_1, .4.7O'N

Plyeeey Pi—1, Pit1y -0y PN
Ui, e Yic1, Vi1, - PN

6#1 2 3pi(w)
Z Xi,inJﬁ + Z Xi,in,LpXi,d)-
vt <w> ot Hi(W) i) + pi(y)
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Thus operator () can be rewritten as

64 (w)
Xl =Xiw | XJut D, =X 0 Xi g+
peTw 2pi(w) + pi ()
3
> pilw) XioXiw | (11)

e \w pi(w) + pi(p) + pi(¥)

where X ., is defined by @), w € Q;,i=1,..., N.

Note that Zweﬂi Xiw =1 for any ¢« = 1,...,N. One can see that for each fixed ¢
(i =1,..., N) the operator (1)) is similar to (B)), i.e. is a Volterra CSO W ; §l%l-1
S19%1=1 " The theorem is proved.

This theorem allows us to use the theory of Volterra CSO to describe the behavior of
trajectories of non-Volterra CSO (8.

If for each i € {1,..., N} the asymptotical behavior of trajectories of CSO W is
known, say Xf’:u) — X7,, n — oo, then asymptotical behavior of W (i.e. (&), say
A (1) = X*(7), n — 00, can be found from the following system of linear equations

> N =Xy, weQi=1,..,N (12)
TEQ:T; =W

In the following section we shall illustrate the restriction of a non-Volterra cubic
stochastic operator to two Volterra operators and study the trajectory of the non-Volterra
operator by these two Volterra operators.

4 An Example

Consider graph G = (A, L) with A = {1,2} and L = . Take ® = {1,2}. Then non-
Volterra CSO () has the form
o =23 + 3B1 (2222 + 1123) + 3oy (v3xs + 2123)+
3o fr[xiws + 1125 + 23xs 4 1ox3 4 2(x1 203 + T1T2Ty + T1T3T4 + T2T3T4)],
xh = 23 + 3Ba(x2ws + 2123) + 30 (2374 + w273)+
3o B[y + 1123 + 2313 + 1223 + 2(1 2273 + T1T274 + T173T4 + T22374)],
rh = 23 + 3ag(z12% + 2313) + 381 (vdxs + 2377+
3aofi[rins + 1105 + 23x3 + 1223 4 2(T1 223 + T1T2Ty + T1T3T4 + T2T3T4)],
o) = 23 + 3az(z22t + 2dxy) + 3B2(vixy + 2327)+

3aoBa[r?wy + 1123 + 2313 + 1223 + 2(21 2273 + T1T2T4 + T173T4 + T22374)],
(13)
where p1 = (o, @2), o >0, oq + a2 =15 po = (41, 62), B; >0, 1+ B2 = 1.
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Putting 1 + z2 = X1,1, T3+ x4 = X172 and x1 + 3 = X271, To + x4 = X2,2 we get
the Volterra cubic operators:

Xi,=X11 (X12,1 + 31 X1 2(X11 + X1,2)) ) (14)
X{o=X12(X{y+3a2X1,1(X11 + X12)),

and

X}, =X01 (X3, 4361 X22(Xa1 + Xa2)),

(15)
X} o= X0 (X354 3682X21(Xo1 + X22)) .

Since X;1 + X;2 = 1, i = 1,2, the study of both operators (I4) and (I5) can be
reduced to the study of a dynamical system given by the function f,(r) = z(2%+ 3a(1 —
x)), x € [0,1]. This is an increasing function of x € [0, 1] for each parameter a € [0, 1].

We have

0,1}, if ae0,1/3]U[2/3,1],

Fix(fa) ={z €[0,1]: fa(z) = 2} = { _
{0,3c — 1,1}, if a€(1/3,2/3).

Using the above-mentioned properties of the function f,(x) and checking |f’ (a)| at
a € Fix(f,) one can see that the sequence (™) = f,(z(»=1), n > 1 for (%) € [0, 1] has
the following limits

0, for any z(® €10,1), a€0,1/3],
1i_>m 2™ ={ 3a—1, forany 2@ € (0,1), ae (1/3,2/3), (16)
1, forany 2 € (0,1], «a€[2/3,1].

By equalities (6] for operators (I4]) we get the following

(0,1), forany X{% €[0,1), a1 €[0,1/3],
lim (X{"7, X{9) ={ (3a1 —1,2—3a1), forany X% € (0,1), a1 € (1/3,2/3),

n—oo
(1,0), for any X7 € (0,1], a1 € [2/3,1].
(17)
A similar formula is true for the operator (I4l), where ay is replaced by 5;. Combining
these formulas and using formula (I2)) one proves the following.
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Proposition 4.1 The trajectory of the non-Volterra CSO [I3) has the following limit

1,0,0,0), if al,ﬁl S [2/3,1],

)
0,1,0,0), if oy €[2/3,1], 81 €10,1/3],
0,0,1,0), if a3 €[0,1/3], B1 € [2/3,1],
0,0,0,1), if a1,B €[0,1/3],

lim z(™ =
n—oo

(
(
(
(
(0,0,38; — 1,2 —38y), if a3 €[0,1/3], 81 € (1/3,2/3),
(381 — 1,2 — 343;,0,0), if ay €[2/3,1], B1 € (1/3,2/3),
(0,301 —1,0,2 = 3ay), if oy € (1/3,2/3), By € [0,1/3],
(

3a1 —1,0,2 — 301,0), if oy € (1/3,2/3), B1 € [2/3,1],

eU, if o€ (1/3,2/3), Bl € (1/3,2/3),
where

U={z¢€ S3 x40 =3a1—1, x5+x4 =2—3a1, t14+x3 =301 —1, Totz4 = 2—-351}.

5 Concluding Remarks

In mathematical biology, the nonlinear operator W is called an evolution operator. The
fixed points of W are interpreted as equilibrium states of the population, A € S™! is
called a state of the population, and W (\), W2()),... are called states of the population
in subsequent generations (offsprings). Since W is a non-linear operator, the investigation
of the sequence W™ () is a difficult problem in general. So one has to consider a particular
case of W, for which the problem is respectively simple. In this paper to define such an
operator, a construction of CSO on a finite dimensional simplex is given. Using the
construction of CSO a wide class of non-Volterra CSOs is described. Then we have
showed that the non-Volterra operators can be reduced to a finitely many of Volterra
CSOs. By such a reduction we described behavior of trajectories of a non-Volterra CSO
defined on the three dimensional simplex.

Here we shall give a biological interpretation of Proposition Il Assume that the
evolution of a certain biological system consisting of 4 types of individuals is described
by operator ([I3]). Using Proposition BT}, we can conclude the following:

1. The biological system has up to 5 equilibrium states.

2. After a certain period of time, some types will be at the vanishing point.

3. If a system is in an equilibrium state, then, depending on the state, it can have
only one of 1,2, 3,4 types.
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