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Abstract: The problem of almost disturbance decoupling for a class of nonlinear
systems is considered. The controlled systems consist of a chain of power integrators
perturbed by a lower-triangular vector field with nonlinear parametrization. By us-
ing the tool of adding a power integrator combined with the parameter separation
technique, under a set of growth conditions a smooth adaptive controller is explicitly
constructed to attenuate the influence of the disturbance on the output with an ar-
bitrary degree of accuracy. The designed adaptive controller is in its minimum-order
property, since the order of the dynamic compensator is equal to one. An illustrative
example is given to verify the effectiveness of the proposed approach.
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1 Introduction

One of the main objectives in control theory is to suppress unknown disturbances. It will
be ideal if the influence of disturbances on the output can be eliminated completely, or
in other words, the disturbances are decoupled from the output. Unfortunately, in most
practical situations it is impossible to achieve the exact disturbance decoupling. In this
case, it is reasonable to aim at almost disturbance decoupling (ADD), which means that
the influence of the disturbance on the output is attenuated to an arbitrary degree of
accuracy via feedback control design. More precisely, the problem of ADD can be stated
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as: given a system and a prescribed positive scalar, find a feedback control law such that
the resultant closed-loop system is stable and the gain between the exogenous input and
the regulated output is less than or equal to the prescribed positive number. The start
point of the problem of ADD on nonlinear systems is associated with the papers [1], [2]
in the late 1980s. The performance of the ADD in [2] is characterized in terms of the
L∞-induced norm from the disturbance to the outputs, and the solution of the problem
of ADD is explicitly constructed by applying singular perturbation methods. However,
a drawback of the result in [2] is that internal stability, which is crucial for a meaningful
application or a practical implementation, is not taken into account. Therefore, the
internal stability of the closed-loop systems cannot be guaranteed even in the absence
of the disturbance. This problem is solved later in [3]. By applying a recursive design
technique, a global solution to the ADD problem with internal stability was presented
for a chain of integrators perturbed by a lower triangular vector field. The result in
[3] was later generalized to a larger class of nonlinear minimum phase systems in [4].
These two results in [3] and [4] were further extended to a class of nonminimum-phase
nonlinear systems in [5]. The proposed approach in [5] required that the unstable part
of the zero-dynamics was not affected by the disturbance. Such a restriction was relaxed
in the results of [6] and [7]. The construction of control law in [7] is based on a recursive
Lyapunov-based design approach. In the case of systems with vector relative degree
[1, 1, · · · , 1], the ADD problem was tackled in [8] for a general minimum phase system
subject to parameter uncertainty and with a controlled output that may be affected by
the disturbance. In addition, the problem of ADD for general affine nonlinear systems
was addressed in [9] for the case of state feedback and the solution was converted into
the solution of the so-called Hamilton-Jacobi-Isaacs equation (HJIE). The global inverse
L2-gain design for a chain of integrators perturbed by lower triangular vector field was
reported in [10]. For a class of multi-input multi-output nonlinear systems, the ADD
problem was addressed in [11] for the systems with nested lower triangular structure, and
the controller was explicitly constructed by applying the backstepping design technique.

If only the output information is available for the feedback design, only a few results
are devoted to the ADD problem via output feedback in the existing literature. In [12],
the problem of ADD via output feedback for general affine nonlinear systems was con-
verted into the solution of Hamilton-Jacobi-Isaacs equation. In [13], a systematic design
procedure to output feedback controller with the function of ADD was given for a class
of systems with the nonlinear terms depending only on the output. For the nonlinear
systems in the so-called output feedback form, in [14] the polynomial gain disturbance
attenuation property was achieved via output feedback. For a class of nonlinear systems
satisfying linear growth conditions, in [15] a linear dynamic output compensator atten-
uating the influence of the disturbance on the output was explicitly constructed by the
feedback domination design. In the above-mentioned literature on the ADD problem,
most of the considered nonlinear systems are feedback (partial) linearizable and/or lin-
ear in control input. Recently, the ADD problem was addressed in [16] for a class of
inherently nonlinear systems. The class of the systems is in the form of a chain of power
integrators perturbed by a lower-triangular vector field. Different from some previous
results, the ADD problem is formulated in terms of L2 − L2p gain for the inherently
nonlinear systems, rather than the standard L2-gain. The controller was explicitly con-
structed by applying the so-called technique of adding a power integrator developed in
[17].

It is well-known that adaptive control is one of the effective ways to deal with control
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systems with parametric uncertainty [18]. When the ADD problem for nonlinear systems
with unknown parameters is investigated, a natural idea is to design an adaptive control
law to solve this problem. However, only a few results on adaptive regulation with almost
adaptive decoupling for nonlinear systems are available in the existing literature. In [19],
[20] and [21], adaptive controllers are designed to guarantee arbitrary disturbance atten-
uation on the output tracking error for smooth reference signals for uncertain systems
with output depending nonlinearities. In [19] and [20], the disturbance enters linearly in
the state space equation, while in [21] the disturbance enters nonlinearly. Very recently,
in [22] the ADD problem was discussed for power integrator lower triangular nonlin-
ear systems. The function of disturbance attenuation is characterized by L2m − L2mp

gain. The adaptive control law was explicitly constructed by employing the adaptive
adding a power integrator technique proposed in [23]. However, the result in [22] is only
applicable to the case where the unknown parameter enters linearly in the state space
equation. In this paper we will deal with the almost disturbance decoupling problem for
power integrator triangular systems with nonlinear parametrization. With the help of
the parameter separation technique proposed in [24], a constructive solution that solves
the ADD problem is derived by using the adaptive adding one power integrator. A key
feature of our proposed adaptive controller with the function of disturbance attenuation
is its minimum-order property, since the order of the dynamic compensator is equal to
one.

It should be pointed out that some other problems have been investigated for non-
linear systems. In [25], by using a constructed Lyapunov function, the conditions of
ultimate boundedness of solutions for a class of nonlinear systems were given. In [26],
an original practical criterion of global stability analysis of nonlinear polynomial systems
was proposed. In [27], as a generalization of Gronwalls inequality, generalized dynamic
inequalities were introduced to the time scales scene. Then, linear systems with linear
and nonlinear perturbations and their stability characteristics versus the unperturbed
system were investigated.

For simplicity, throughout this paper we use I[m,n] to denote the set
{m,m+ 1, · · · , n} for two integers m < n. For a group of scalars xi, i ∈ I[1, j], we

use x[j] to denote the vector
[

x1 x2 · · · xj
]T

. ‖·‖ is used to denote the Euclidean
norm of a vector.

2 Problem Formulation

We consider the following single-input single-output power integrator lower-triangular
system with an unknown parameter vector θ:







ẋi = xpi

i+1 + fi(x[i]) + gi(x[i])w + φi(x[i], θ), i ∈ I[1, n− 1],
ẋn = upn + fn(x[n]) + gn(x[n])w + φn(x[n], θ),
y = h(x1),

(1)

where u ∈ R, x = x[n] ∈ R
n, y ∈ R and w ∈ R

s are the control input, system state,
system output and disturbance signal, respectively; pi, i ∈ I[1, n], are positive integers
and fi(·), gi(·), i ∈ I[1, n], and h(·), are smooth functions with fi(0) = 0, i ∈ I[1, n], and
h(0) = 0; φi(·), i ∈ I[1, n] are continuous functions with φi(0, θ) = 0.

The objective of this paper is to design, under appropriate conditions, a smooth
adaptive controller such that the closed-loop system is globally stable in the sense of
Lyapunov, and the influence of the disturbance w(t) on the output y(t) is not greater
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than the prescribed level. To be specific, the following problem called the adaptive
regulation with almost disturbance decoupling will be dealt with in this paper. In [28],
some new results regarding the boundedness, stability and attractivity were provided
for a class of initial-boundary-value problems characterized by a quasi-linear third order
equation which may contain time-dependent coefficients.

Adaptive Regulation with Almost Disturbance Decoupling (ARADD):
Consider the power integrators with nonlinearly parameterized lower triangular struc-
ture (1). Given any real number γ > 0, find, if possible, a smooth adaptive controller

{

·

θ̂ = ψ(x[n], θ̂), ψ(0, 0) = 0,

u = u(x[n], θ̂), u(0, 0) = 0,
(2)

such that the closed-loop system (1) – (2) satisfies the following:
1) when w = 0, the closed-loop system is globally stable in the sense of Lyapunov,

and globally asymptotical regulation of the state is achieved, i.e., limt→∞ x[n](t) = 0.
2) for any disturbance w ∈ L2, the response of the closed-loop system starting from

the initial state x(0) = 0 is such that

∫ t

0

|y(s)|
2p1 ds ≤ γ2

∫ t

0

‖w(s)‖
2
ds, for any t ≥ 0.

In order to solve the ARADD problem, the following assumptions are needed.
Assumption A1: p1 ≥ p2 ≥ · · · ≥ pn are odd integers.
Assumption A2: For any i ∈ I[1, n],

∣

∣fi(x[i])
∣

∣ ≤ αi(x[i])

i
∑

j=1

|xj |
pi , (3)

where αi(·) is a nonnegative smooth function.
Assumption A3: For any i ∈ I[1, n],

∥

∥gi(x[i])
∥

∥ ≤ ϕi(x[i]), where ϕi(·) is known
bounding function that is nonnegative and smooth.

Assumption A4: For any i ∈ I[1, n],
∣

∣φi(x[i], θ)
∣

∣ ≤ βi(x[i], θ)
∑i

j=1 |xj |
pi , where

βi(·) is a nonnegative continuous function.
Before ending this section, we provide some useful lemmas. The first lemma is a slight

extension of the well-known Young’s inequality, and will be repeatedly used in the design
of the adaptive controller. The proof can be found in [17].

Lemma 2.1 For any positive integers m,n, and any real-valued function γ(x, y) > 0,
the following inequality holds:

|x|
m
|y|

n
≤

m

m+ n
γ(x, y) |x|

m+n
+

n

m+ n
γ−m/n(x, y) |y|

m+n
.

By applying the above lemma, one can easily obtain the following conclusion [16].
This result will also play a vital role in the adding a power integrator design.

Lemma 2.2 Let x, y and z, be real variables. Assume that g1 : R2 → R is a smooth
function. Then, for any positive integers m,n and real number N > 0, there exists a
nonnegative smooth function h1 : R3 → R such that the following relation holds:

|xm [(y + xg1(x, z))
n − (xg1(x, z))

n]| ≤
|x|

m+n

N
+ |y|

m+n
h1(x, y, z).
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The following lemma provides the parameter separation principle. It is this principle
that enables us to deal with nonlinear parameterization. A constructive proof of the
result can be found in [24].

Lemma 2.3 For any real-valued continuous function f(x, y), where x ∈ R
m, y ∈ R

n,
there are smooth scalar functions a(x) ≥ 1 and b(y) ≥ 1, such that |f(x, y)| ≤ a(x)b(y).

3 Global Adaptive Regulation

In this section we solve the problem of adaptive regulation with almost disturbance
decoupling for the power integrator lower triangular system (1). Using the adding a power
integrator technique as the design tool, we will explicitly construct a one-dimensional
adaptive controller that solves the problem of ARADD with the help of the parameter
separation technique provided in Lemma 2.3. Now we are ready to present the main
result.

Theorem 3.1 Under the condition of Assumptions A1 – A4, the ARADD problem
for system (1) is solvable by a one-dimensional smooth adaptive controller

{

·

Θ̂ = ψ(x[n], Θ̂), Θ̂ ∈ R, ψ(0, 0) = 0,

u = u(x[n], Θ̂), u(0, 0) = 0.
(4)

Proof The proof is based on a feedback domination design approach which combines
the technique of adding one power integrator [17, 23] with the parameter separation
method [24]. The conclusion is obtained by applying mathematical induction method.
Firstly, we need some preliminaries with the help of the parameter separation technique
given in Lemma 2.3.

By Lemma 2.3, there exist two smooth functions ci(θ) ≥ 1 and γi(x[i]) ≥ 1 satisfying

βi(x[i], θ) ≤ γi(x[i])ci(θ).

Since θ is a constant vector, ci(θ) is also a constant. Let Θ :=
∑n

i=1 ci(θ) be a new un-
known constant. Then Assumption A4 implies that there are smooth function γi(x[i]) ≥ 1
and an unknown constant Θ ≥ 1, such that

∣

∣φi(x[i], θ)
∣

∣ ≤ γi(x[i])Θ
∑i

j=1
|xj |

pi . (5)

Now we proceed to construct the smooth adaptive controller to solve the ARADD prob-
lem for the system (1).

Step 1: Define Θ̃ = Θ − Θ̂, where Θ̂(t) is the estimate of Θ to be designed later.
Consider the Lyapunov function

V1(x1, Θ̂) =
1

p1 + 1
xp1+1
1 +

1

2
Θ̃2.
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By (3), (5) and Lemma 2.1, there exist a smooth function ρ0(x1) ≥ 0, such that for any
β > 0

V̇1(x1, Θ̂) + y2p1 − β ‖w‖2

= xp1

1 (xp1

2 + f1(x1) + g1(x1)w + φ1(x1, θ))−
·

Θ̂Θ̃ + y2p1 − β ‖w‖
2

≤ xp1

1 x
p1

2 + x2p1

1 α1(x1) + |xp1

1 |ϕ1(x1) ‖w‖+ x2p1

1 γ1(x1)(Θ̃ + Θ̂)−
·

Θ̂Θ̃

+x2p1

1 ρ0(x1)− β ‖w‖2

≤ xp1

1 x
p1

2 + x2p1

1 α1(x1) +
x2p1

1 ϕ2
1(x1)

4β
+ x2p1

1 γ1(x1)Θ̂

+x2p1

1 ρ0(x1) + (Ψ1(x1, Θ̂)−
·

Θ̂)Θ̃

≤ xp1

1 x
p1

2 + x2p1

1 ρ1(x1, Θ̂) + (Ψ1(x1, Θ̂)−
·

Θ̂)Θ̃,

where

ρ1(x1, Θ̂) = α1(x1) + γ1(x1)

√

Θ̂2 + 1 +
ϕ2
1(x1)

4β
+ ρ0(x1) ≥ 0

and

Ψ1(x1, Θ̂) = x2p1

1 γ1(x1) ≥ 0.

It is easy to check that that the virtual controller

x∗2(x1, Θ̂) = −x1

[

n+ ρ1(x1, Θ̂)
]1/p1

(6)

satisfies

V̇1(x1, Θ̂) + y2p1 − β ‖w‖2 ≤ −nx2p1

1 + xp1

1 (xp1

2 − x∗p1

2 ) + (Ψ1(x1, Θ̂)−
·

Θ̂)
(

Θ̃ + η1

)

(7)

with η1 = 0. Moreover, the virtual control function x∗2(x1, Θ̂) is smooth due to the
smooth nonnegativeness of functions α1(x1),γ1(x1) and ϕ1(x1). In addition

∣

∣

∣Ψ1(ξ1, Θ̂)
∣

∣

∣ ≤ |x1|
2p1 ᾱ1(ξ1, Θ̂), ᾱ1(ξ1, Θ̂) = γ1(ξ1) ≥ 0. (8)

Step 2: Consider the (x1, x2)-subsystem of (1). For convenience, we let x∗1 = 0 in
the sequential discussion. The change of coordinate

ξ1 = x1, ξ2 = x2 − x∗2(ξ1, Θ̂)

transforms the (x1, x2)-subsystem of (1) into

ξ̇1 = δ1(ξ[2], Θ̂) + Φ1(ξ1, Θ̂, θ) +G1(ξ1)w − ω1(Θ̂)
·

Θ̂,

ξ̇2 = xp2

3 +∆2(ξ[2], Θ̂) + Φ2(ξ[2], Θ̂, θ) +G2(ξ[2])w − ω2(ξ1, Θ̂)
·

Θ̂,
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where
δ1(ξ[2], Θ̂) = (ξ2 + x∗2)

p1 + f1(ξ1),

∆2(ξ[2], Θ̂) = f2(ξ[2] + x∗[2])−
∂x∗

2

∂ξ1
δ1(ξ[2], Θ̂),

Φ1(ξ1, Θ̂, θ) = φ1(ξ1, θ),

Φ2(ξ[2], Θ̂, θ) = φ2(ξ[2] + x∗[2], θ)−
∂x∗

2

∂ξ1
Φ1(ξ1, Θ̂, θ),

G1(ξ1) = g1(ξ1),

G2(ξ[2]) = g2(ξ[2] + x∗[2])−
∂x∗

2

∂ξ1
G1(ξ1),

ω1(Θ̂) = 0,

ω2(ξ1, Θ̂) =
∂x∗

2

∂Θ̂
−

∂x∗

2

∂ξ1
ω1(Θ̂).

Under the condition of Assumption A4, it follows from the relation (5) that
∣

∣

∣Φ1(ξ1, Θ̂, θ)
∣

∣

∣ ≤ |x1|
p1 β̄1(ξ1, Θ̂)Θ, β̄1(ξ1, Θ̂) = γ1(ξ1) ≥ 0.

With this relation combined with (5), we have by applying Lemma 2.1

∣

∣

∣Φ2(ξ[2], Θ̂, θ)
∣

∣

∣ ≤
∣

∣

∣φ2(ξ[2] + x∗[2], θ)
∣

∣

∣ +

∣

∣

∣

∣

∂x∗2
∂ξ1

Φ1(ξ1, θ)

∣

∣

∣

∣

≤ (|ξ1|
p2 + |ξ2 + x∗2|

p2) γ2(ξ[2] + x∗[2])Θ +

∣

∣

∣

∣

∂x∗2
∂ξ1

∣

∣

∣

∣

|x1|
p1 γ1(x1)Θ

≤ (|ξ1|
p2 + |ξ2|

p2)β̃2(ξ[2], Θ̂)Θ + |ξ1|
p1

∣

∣

∣

∣

∂x∗2
∂ξ1

∣

∣

∣

∣

γ1(ξ1)Θ

for a smooth function β̃2(·) ≥ 0. This inequality implies that
∣

∣

∣
Φ2(ξ[2], Θ̂, θ)

∣

∣

∣
≤ (|ξ1|

p2 + |ξ2|
p2)β̄2(ξ[2], Θ̂)Θ (9)

for a smooth function β̄2(·) ≥ 0, because p1 ≥ p2. By similar ways, it is easy to show
that the following two relations hold

∣

∣

∣δ1(ξ[2], Θ̂)
∣

∣

∣ ≤ (|ξ1|
p1 + |ξ2|

p1) τ̄1(ξ[2], Θ̂),

∣

∣

∣∆2(ξ[2], Θ̂)
∣

∣

∣ ≤ (|ξ1|
p2 + (|ξ2|

p2) τ̃2(ξ[2], Θ̂), (10)

for two nonnegative smooth functions τ̄1(ξ[2], Θ̂) and τ̃2(ξ[2], Θ̂). By Assumption A3, it
is known that there exist smooth nonnegative functions ϕ̃1(ξ1) and ϕ̃2(ξ[2]), satisfying

‖G1(ξ1)‖ ≤ ϕ1(ξ1) = ϕ̃1(ξ1),

∥

∥G2(ξ[2])
∥

∥ ≤

∥

∥

∥

∥

g2(ξ[2] + x∗[2])−
∂x∗2
∂ξ1

G1(ξ1)

∥

∥

∥

∥

≤ ϕ̃2(ξ[2]). (11)

Again using Lemma 2.1, we have from (9) and (10) that

∣

∣

∣ξ
2p1−p2

2 Φ2(ξ[2], Θ̂, θ)
∣

∣

∣ ≤

[

ξ2p1

1

3(1 + Θ̂2)(1 + η21)
+ ξ2p1

2 ρ̄2(ξ[2], Θ̂)

]

Θ

≤
1

6
ξ2p1

1 + ξ2p1

2 ρ̄2(ξ[2], Θ̂)

√

Θ̂2 + 1 +

[

ξ2p1

1

3(1 + Θ̂2)(1 + η21)
+ ξ2p1

2 ρ̄2(ξ[2], Θ̂)

]

Θ̃,(12)
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∣

∣

∣ξ
2p1−p2

2 ∆2(ξ[2], Θ̂)
∣

∣

∣ ≤
1

6
ξ2p1

1 + ξ2p1

2 ρ̌2(ξ[2], Θ̂), (13)

for some nonnegative smooth functions ρ̄2(ξ[2], Θ̂) and ρ̌2(ξ[2], Θ̂). By applying Lemma
2.2, it is easy to show from (6) that

∣

∣ξp1

1 ((ξ2 + x∗2)
p1 − x∗p1

2 )
∣

∣ ≤
ξ2p1

1

6
+ ξ2p1

2 ρ̃2(ξ[2], Θ̂), (14)

for some nonnegative smooth function ρ̃2(ξ[2], Θ̂). Now, consider the Lyapunov function

V2(ξ[2], Θ̂) = V1(x1, Θ̂) +
ξ2p1−p2+1
2

2p1 − p2 + 1

which is positive definite and radially unbounded. With the relations (7), (12), (13) and
(14), a straightforward computation gives

V̇2(ξ[2], Θ̃) + y2p1 − 2β ‖w‖
2

≤ −nξ2p1

1 + ξp1

1 ((ξ2 + x∗2)
p1 − x∗p1

2 ) + (Ψ1(x1, Θ̂)−
·

Θ̂)
(

Θ̃ + η1

)

+ξ2p1−p2

2

(

xp2

3 +∆2(ξ[2], Θ̂) + Φ2(ξ[2], Θ̂, θ) +G2(ξ[2])w
)

−ξ2p1−p2

2 ω2(ξ1, Θ̂)
·

Θ̂− β ‖w‖
2

≤ −

(

n−
1

2

)

ξ2p1

1 + ξ2p1

2 ρ̃2(ξ[2], Θ̂) + (Ψ1(x1, Θ̂)−
·

Θ̂)
(

Θ̃ + η1

)

+ ξ2p1−p2

2 G2(ξ[2])w

+ξ2p1−p2

2 xp2

3 + ξ2p1

2 ρ̌2(ξ[2], Θ̂) + ξ2p1

2 ρ̄2(ξ[2], Θ̂)

√

Θ̂2 + 1− β ‖w‖2 (15)

+

[

ξ2p1

1

3(1 + Θ̂2)(1 + η21)
+ ξ2p1

2 ρ̄2(ξ[2], Θ̂)

]

Θ̃− ξ2p1−p2

2 ω2(ξ1, Θ̂)
·

Θ̂

= −

(

n−
1

2

)

ξ2p1

1 + ξ2p1−p2

2 xp2

3 + ξ2p1

2

[

ρ̃2(ξ[2], Θ̂) + ρ̄2(ξ[2], Θ̂)

√

Θ̂2 + 1 + ρ̌2(ξ[2], Θ̂)

]

+ξ2p1−p2

2 G2(ξ[2])w − β ‖w‖2 +

(

Ψ2(ξ[2], Θ̂)−
·

Θ̂

)

(

Θ̃ + η2(ξ[2], Θ̂)
)

+Π2(ξ[2], Θ̂),

where

Ψ2(ξ[2], Θ̂) = Ψ1(ξ1) +
ξ2p1

1

3(1 + Θ̂2)(1 + η21)
+ ξ2p1

2 ρ̄2(ξ[2], Θ̂),

η2(ξ[2], Θ̂) = η1 + ξ2p1−p2

2 ω2(ξ1, Θ̂),

Π2(ξ[2], Θ̂) = −Ψ2(ξ[2], Θ̂)ξ2p1−p2

2 ω2(ξ1, Θ̂)−

[

ξ2p1

1

3(1 + Θ̂2)(1 + η21)
+ ξ2p1

2 ρ̄2(ξ[2], Θ̂)

]

η1.

(16)
By applying Lemma 2.1 again, it is easy to derive from the relation (8) that

∣

∣

∣Ψ2(ξ[2], Θ̂)
∣

∣

∣ ≤ (ξ2p1

1 + ξ2p1

2 )ᾱ2(ξ[2], Θ̂) (17)
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for a smooth function ᾱ2(ξ[2], Θ̂) ≥ 0. By the completion of square, it is easily derived
from (11) that

∥

∥

∥ξ
2p1−p2

2 G2(ξ[2])w
∥

∥

∥ ≤
∣

∣

∣ξ
2p1−p2

2

∣

∣

∣ ϕ̃2(ξ[2]) ‖w‖ ≤ ξ2p1

2

ξ2p1−2p2

2 ϕ̃2
2(ξ[2])

4β
+ β ‖w‖

2
.(18)

In view of the relation (17), by using Lemma 2.1 it is easily obtained from (16) that the
following relation holds

∣

∣

∣
Π2(ξ[2], Θ̂)

∣

∣

∣
(19)

≤ (ξ2p1

1 + ξ2p1

2 )ᾱ2(ξ[2], Θ̂)
∣

∣

∣ξ
2p1−p2

2 ω2(ξ1, Θ̂)
∣

∣

∣ +
1

6
ξ2p1

1 + ξ2p1

2 ρ̄2(ξ[2], Θ̂)
√

η21 + 1

≤
ξ2p1

1

2
+ ξ2p1

2 ρ̂2(ξ[2], Θ̂).

for a nonnegative smooth functions ρ̂2(·). With the relations (14) – (19) in mind, it
follows from (15) that

V̇2(ξ[2], Θ̂) ≤ −(n− 1)x2p1

1 +

(

Ψ2(ξ[2], Θ̂)−
·

Θ̂

)

(

Θ̃ + η2(ξ[2], Θ̂)
)

+ξ2p1

2 ρ2(ξ[2], Θ̂) + ξ2p1−p2

2

(

xp2

3 − x∗p2

3

)

+ ξ2p1−p2

2 x∗p2

3 ,

where

ρ2(ξ[2], Θ̂)= ρ̃2(ξ[2], Θ̂)+ρ̌2(ξ[2], Θ̂)+ρ̄2(ξ[2], Θ̂)

√

Θ̂2 + 1+ρ̂2(ξ[2], Θ̂)+
ξ2p1−2p2

2 ϕ̃2
2(ξ[2])

4β
≥0.

Choose

x∗3 = −ξ2

[

n− 1 + ρ2(ξ[2], Θ̂)
]1/p2

.

This smooth virtual controller will satisfy

V̇2(ξ[2], Θ̂) + y2p1 − 2β ‖w‖
2

≤ −(n− 1)(ξ2p1

1 + ξ2p1

2 ) + ξ2p1−p2

2

(

xp2

3 − x∗p2

3

)

+

(

Ψ2(ξ[2], Θ̂)−
·

Θ̂

)

(

Θ̃ + η2(ξ[2], Θ̂)
)

.

Inductive Step: Suppose for the system (1) with dimension k, there is a global change
of coordinates ξi = xi − x∗i (ξ[i−1], Θ̂), i ∈ I[1, k], transforming (1) into the system

ξ̇1 = δ1(ξ[2], Θ̂) + Φ1(ξ1, Θ̂, θ) +G1(ξ1)w − ω1(Θ̂)
·

Θ̂,

· · · (20)

ξ̇k−1 = δk−1(ξ[k], Θ̂) + Φk−1(ξ[k−1], Θ̂, θ) +Gk−1(ξ[k−1])w − ωk−1(ξ[k−2], Θ̂)
·

Θ̂,

ξ̇k = xpk

k+1 +∆k(ξ[k], Θ̂) + Φk(ξ[k], Θ̂, θ) +Gk(ξ[k])w − ωk(ξ[k−1], Θ̂)
·

Θ̂,

where

x∗i = −ξi−1

[

n− i+ 2 + ρi−1(ξ[i−1], Θ̂)
]1/pi−1

, i ∈ I[2, k], (21)
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∣

∣

∣Φi(ξ[i], Θ̂, θ)
∣

∣

∣ ≤ β̄i(ξ[i], Θ̂)Θ

i
∑

j=1

|ξj |
pi , i ∈ I[1, k], (22)

∣

∣

∣δi(ξ[i+1], Θ̂, θ)
∣

∣

∣ ≤ τ̄i(ξ[i+1], Θ̂)

i
∑

j=1

|ξj |
pi , i ∈ I[1, k − 1], (23)

∣

∣

∣
∆k(ξ[k], Θ̂, θ)

∣

∣

∣
≤ τ̃k(ξ[k], Θ̂)

k
∑

j=1

|ξj |
pk , (24)

∥

∥Gi(ξ[i])
∥

∥ ≤ ϕ̃i(ξ[i]), (25)

for some nonnegative smooth functions β̄i(·), ϕ̃i(·), i ∈ I[1, k], τ̃k(·), and ρi(·), τ̄i(·),
i ∈ I[1, k − 1]. Moreover, there is a virtual controller

x∗k+1(x[k], Θ̂) = −ξk

[

n− k + 1 + ρk(ξ[k], Θ̂)
]1/pk

, ρk(ξ[k], Θ̂) ≥ 0, (26)

such that the closed-loop system (20) – (26) satisfies

V̇k(ξ[k], Θ̂) + y2p1 − kβ ‖w‖2 ≤ −(n− k + 1)
k
∑

i=1

ξ2p1

i + ξ2p1−pk

k

(

xpk

k+1 − x∗pk

k+1

)

(27)

+

(

Ψk(ξ[k], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηk(ξ[k], Θ̂)
)

,

where

Vk(ξ[k], Θ̂) =
1

2
Θ̃2 +

k
∑

i=1

ξ2p1−pi+1
i

2p1 − pi + 1
,

is a positive definite and proper Lyapunov function. Moreover,

∣

∣

∣Ψk(ξ[k], Θ̂)
∣

∣

∣ ≤ ᾱk(ξ[k], Θ̂)

k
∑

i=1

ξ2p1

i . (28)

Then, in the case when the dimension of system (1) is equal to k+1, introduce the trans-
formation ξk+1 = xk+1 − x∗k+1(ξ[k], Θ̂). This, together with (26), leads to the augmented
system

ξ̇1 = δ1(ξ[2], Θ̂) + Φ1(ξ1, Θ̂, θ) +G1(ξ1)− ω1(Θ̂)
·

Θ̂,

· · · (29)

ξ̇k = δk(ξ[k+1], Θ̂) + Φk(ξ[k], Θ̂, θ) +Gk(ξ[k])− ωk(ξ[k−1], Θ̂)
·

Θ̂,

ξ̇k+1 = x
pk+1

k+2 +∆k+1(ξ[k+1], Θ̂) + Φk+1(ξ[k+1], Θ̂, θ),

+Gk+1(ξ[k+1])w − ωk+1(ξ[k], Θ̂)
·

Θ̂,

where

ωk+1(ξ[k], Θ̂) = −

k
∑

i=1

∂x∗k+1

∂ξi
ωi(ξ[i−1], Θ̂) +

∂x∗k+1

∂Θ̂
,
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δk(ξ[k+1], Θ̂) = ∆k(ξ[k+1], Θ̂) + (ξk+1 + x∗k+1)
pk ,

∆k+1(ξ[k+1], Θ̂) = fk+1(ξ[k+1] + x∗[k+1])−

k
∑

i=1

∂x∗k+1

∂ξi
δi(ξ[i+1], Θ̂),

Φk+1(ξ[k+1], Θ̂, θ) = φk+1(ξ[k+1] + x∗[k+1], θ)−

k
∑

i=1

∂x∗k+1

∂ξi
Φi(ξ[i], Θ̂, θ),

Gk+1(ξ[k+1]) = gk+1(ξ[k])−

k
∑

i=1

∂x∗k+1

∂ξi
Gi(ξ[i]).

Under the condition of Assumption 4, the relation (5) holds. Combining this relation
with the inductive assumption (22) and (21), and applying Lemma 2.1, we have

∣

∣

∣Φk+1(ξ[k+1], Θ̂, θ)
∣

∣

∣ ≤
∣

∣

∣φk+1(ξ[k+1] + x∗[k+1], θ)
∣

∣

∣ +

k
∑

i=1

∣

∣

∣

∣

∂x∗k+1

∂ξi

∣

∣

∣

∣

Φi(ξ[i], Θ̂, θ)

≤ γk+1(ξ[k+1] + x∗[k+1])Θ

k+1
∑

i=1

|ξi + x∗i |
pk+1

+
k
∑

i=1





∣

∣

∣

∣

∂x∗k+1

∂ξi

∣

∣

∣

∣

β̄i(ξ[i], Θ̂)Θ
i
∑

j=1

|ξj |
pi



 .

In view of the fact that and p1 ≥ p2 ≥ · · · ≥ pk+1, there exists a smooth function
β̄k+1(ξ[k+1], Θ̂) ≥ 0, such that

∣

∣

∣Φk+1(ξ[k+1], Θ̂, θ)
∣

∣

∣ ≤ Θβ̄k+1(ξ[k+1], Θ̂)

k+1
∑

i=1

|ξi|
pk+1 . (30)

Under the condition of Assumption A3, by applying the inductive assumption (25) and
the smoothness of x∗i , i ∈ I[1, k], it is known that there is a smooth function ϕ̃k+1(ξ[k+1])
to satisfy

∥

∥Gk+1(ξ[k+1])
∥

∥ ≤ ϕ̃k+1(ξ[k+1]). (31)

According to the inductive assumptions (24) and (21), we can obtain by using Lemma
2.1 again

∣

∣

∣δk(ξ[k+1], Θ̂)
∣

∣

∣ ≤
∣

∣

∣∆k(ξ[k], Θ̂)
∣

∣

∣ +
∣

∣(ξk+1 + x∗k+1)
pk
∣

∣

≤ τ̃k(ξ[k], Θ̂)

k
∑

i=1

|ξi|
pk +

∣

∣(ξk+1 + x∗k+1)
pk
∣

∣ (32)

≤ τ̄k(ξ[k+1], Θ̂)

k+1
∑

i=1

|ξi|
pk
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for some smooth function τ̄k(ξ[k+1], Θ̂) ≥ 0. According to Assumption 2 and by the
relations (32) and (23), it can be derived that

∣

∣

∣
∆k+1(ξ[k+1], Θ̂)

∣

∣

∣
≤

∣

∣

∣

∣

∣

fk+1(ξ[k+1] + x∗[k+1])−
k
∑

i=1

∂x∗k+1

∂ξi
δi(ξ[i+1], Θ̂)

∣

∣

∣

∣

∣

≤ αk+1(ξ[k+1] + x∗[k+1])
k+1
∑

i=1

|ξi + x∗i |
pk+1 (33)

+

k
∑

i=1





∣

∣

∣

∣

∂x∗k+1

∂ξi

∣

∣

∣

∣

τ̄i(ξ[i+1], Θ̂)

i+1
∑

j=1

|ξj |
pi





≤ τ̃k+1(ξ[k+1], Θ̂)
k+1
∑

j=1

|ξj |
pk+1

for a smooth function τ̃k+1(ξ[k+1], Θ̂) ≥ 0. Again using Lemma 2.1, we have from (30)

∣

∣

∣ξ
2p1−pk+1

k+1 Φk+1(ξ[k+1], Θ̂, θ)
∣

∣

∣

≤

[

∑k
i=1 ξ

2p1

i

3(1 + Θ̂2)(1 + η2k(x[k], Θ̂))
+ ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂)

]

Θ

≤
1

6

k
∑

i=1

ξ2p1

i + ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂)

√

Θ̂2 + 1 (34)

+

[

∑k
i=1 ξ

2p1

i

3(1 + Θ̂2)(1 + η2k(x[k], Θ̂))
+ ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂)

]

Θ̃, (35)

∣

∣

∣ξ
2p1−p2

k+1 ∆k+1(ξ[k+1], Θ̂)
∣

∣

∣ ≤
1

6

k
∑

i=1

ξ2p1

i + ξ2p1

k+1ρ̌k+1(ξ[k+1], Θ̂), (36)

for some nonnegative smooth functions ρ̄k+1(ξ[2], Θ̂) and ρ̌k+1(ξ[k+1], Θ̂). By applying
Lemma 2.2, it is easy to show that

∣

∣

∣
ξ2p1−pk

k (
(

ξk+1 + x∗k+1

)pk − x∗pk

k+1)
∣

∣

∣
≤

1

6
ξ2p1

k + ξ2p1

k+1ρ̃k+1(ξ[k+1], Θ̂), (37)

for some nonnegative smooth function ρ̃k+1(ξ[k+1], Θ̂). Now consider the Lyapunov func-
tion

Vk+1(ξ[k+1], Θ̂) = Vk(ξ[k], Θ̂) +
ξ
2p1−pk+1+1
k+1

2p1 − pk+1 + 1
.
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With the relations (35), (36) and (37) and the inductive assumption (27), it is derived
that the time derivative of Vk+1 along the trajectories of system (29) satisfies

V̇k+1 + y2p1 − (k + 1)β ‖w‖2

≤ −(n− k + 1)

k
∑

i=1

ξ2p1

i + ξ2p1−pk

k

(

xpk

k+1 − x∗pk

k+1

)

+

(

Ψk(ξ[k], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηk(ξ[k], Θ̂)
)

+ ξ
2p1−pk+1

k+1

(

x
pk+1

k+2 +∆k+1(ξ[k+1], Θ̂) + Φk+1(ξ[k+1], Θ̂, θ

+ Gk+1(ξ[k+1])w − ωk+1(ξ[k], Θ̂)
·

Θ̂

)

− β ‖w‖2

≤ −(n− k + 1)

k
∑

i=1

ξ2p1

i +
1

2

k
∑

i=1

ξ2p1

i +

(

Ψk(ξ[k], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηk(ξ[k], Θ̂)
)

+ ξ
2p1−pk+1

k+1 x
pk+1

k+2 + ξ2p1

k+1

[

ρ̄k+1(ξ[k+1], Θ̂)

√

Θ̂2 + 1 + ρ̌k+1(ξ[k+1], Θ̂)

+ ρ̃k+1(ξ[k+1], Θ̂)
]

− ξ
2p1−pk+1

k+1 ωk+1(ξ[k], Θ̂)
·

Θ̂

+

[

∑k
i=1 ξ

2p1

i

3(1 + Θ̂2)(1 + η2k(ξ[k], Θ̂))
+ ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂)

]

Θ̃

+ ξ
2p1−pk+1

k+1 Gk+1(ξ[k+1])w − β ‖w‖
2

= −(n− k +
1

2
)

k
∑

i=1

ξ2p1

i + ξ2p1

k+1

[

ρ̄k+1(ξ[k+1], Θ̂)

√

Θ̂2 + 1 + ρ̌k+1(ξ[k+1], Θ̂) (38)

+ ρ̃k+1(ξ[k+1], Θ̂)
]

+ ξ2p1−p2

2 Gk+1(ξ[k+1])w − β ‖w‖
2
+ ξ

2p1−pk+1

k+1 x
pk+1

k+2 (39)

+

(

Ψk+1(ξ[k+1], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηk+1(ξ[k+1], Θ̂)
)

+Πk+1(ξ[k+1], Θ̂),

where

Ψk+1(ξ[k+1], Θ̂) = Ψk(ξ[k], Θ̂) +

∑k
i=1 ξ

2p1

i

3(1 + Θ̂2)(1 + η2k(x[k], Θ̂))
+ ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂),

ηk+1(ξ[k+1], Θ̂) = ηk(ξ[k], Θ̂) + ξ
2p1−pk+1

k+1 ωk+1(ξ[k], Θ̂)

Πk+1(ξ[k+1], Θ̂) = −Ψk+1(ξ[k+1], Θ̂)ξ
2p1−pk+1

k+1 ωk+1(ξ[k], Θ̂) (40)

−

[

∑k
i=1 ξ

2p1

i

3(1 + Θ̂2)(1 + η2k(ξ[k+1], Θ̂))
+ ξ2p1

k+1ρ̄k+1(ξ[k+1], Θ̂)

]

ηk(ξ[k+1], Θ̂).

By using Lemma 2.1, it is easily derived from (28) that the following relation holds

∣

∣

∣Ψk+1(ξ[k+1], Θ̂)
∣

∣

∣ ≤ ᾱk+1(ξ[k+1], Θ̂)

k+1
∑

i=1

|ξi|
2p1 (41)
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for a smooth function ᾱk+1(ξ[k+1], Θ̂) ≥ 0. In view of relation (41), we have

Πk+1(ξ[k+1], Θ̂)

≤ ᾱk+1(·)
∣

∣

∣ξ
2p1−pk+1

k+1 ωk+1(·)
∣

∣

∣

k+1
∑

i=1

|ξi|
2p1 +

1

6

∑k

i=1
ξ2p1

i (42)

+ ξ2p1

k+1ρ̄k+1(·)
√

η2k(·) + 1 ≤
1

2

k
∑

i=1

ξ2p1

i + ξ2p1

k+1ρ̂k+1(ξ[k+1], Θ̂)

for a smooth function ρ̂k+1(·). On the other hand, it follows from (31) that
∥

∥

∥ξ
2p1−p2

2 Gk+1(ξ[k+1])w
∥

∥

∥ ≤
∣

∣

∣ξ
2p1−p2

2

∣

∣

∣ ϕ̃k+1(ξ[k+1]) ‖w‖

≤ ξ2p1

2

ξ2p1−2p2

2 ϕ̃2
k+1(ξ[k+1])

4β
+ β ‖w‖2 . (43)

By substituting (42) and (43) into (39), it is clear that the following virtual controller

x∗k+2(ξ[k+1], Θ̂) = −ξk+1

[

n− k + ρk+1(ξ[k+1], Θ̂)
]

1
pk+1

with

ρk+1(·) = ρ̄k+1(·)

√

Θ̂2 + 1 + ρ̌k+1(·) + ρ̃k+1(·) + ρ̂k+1(·) +
ξ2p1−2p2

2 ϕ̃2
k+1(ξ[k+1])

4β
,

renders

V̇k+1(ξ[k+1], Θ̂) ≤ −(n− k)

k+1
∑

i=1

|ξi|
2p1 + ξ

2p1−pk+1

k+1

[

x
pk+1

k+2 − x
∗pk+1

k+2

]

+

(

Ψk+1(ξ[k+1], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηk+1(ξ[k+1], Θ̂)
)

.

The aforementioned inductive argument shows that (27) holds for k = n. In fact, in the
n-th step, one can construct explicitly a global change of coordinates (ξ1, ξ2, · · · , ξn), a
positive-definite and proper Lyapunov function Vn(ξ[n], Θ̃) and a smooth controller

u∗(ξ[n], Θ̂) = −ξn

[

1 + ρn(ξ[n], Θ̂)
]1/pn

for some smooth functions ρn(·) ≥ 0 and Ψk+1(ξ[k+1], Θ̂), such that

V̇n(ξ[n], Θ̃) + y2p1 − nβ ‖w‖
2

≤ −

n
∑

i=1

ξ2p1

i + ξ2p1−pn

n (upn − u∗pn)

+

(

Ψn(ξ[n], Θ̂)−
·

Θ̂

)

(

Θ̃ + ηn(ξ[n], Θ̂)
)

.

Therefore, the one-dimensional smooth adaptive controller

{

·

Θ̂ = Ψn(ξ[n], Θ̂),

u = u∗(ξ[n], Θ̂),
(44)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 11 (3) (2011) 253–274 267

is such that

V̇n(ξ[n], Θ̂) + y2p1 − nβ ‖w‖2 ≤ −
n
∑

i=1

ξ2p1

i . (45)

Set β = γ2/n, we have

V̇n(ξ[n], Θ̂) + y2p1 − γ2 ‖w‖
2
≤ −

n
∑

i=1

ξ2p1

i . (46)

When w = 0, it is derived that

V̇n(ξ[n], Θ̂) ≤ −
n
∑

i=1

ξ2p1

i . (47)

According to the classical Lyapunov stability theory, it is known that the closed-loop
system is global stable at the equilibrium (ξ[n], Θ̂) = (0, 0). Since the Lyapunov function

Vn(ξ[n], Θ̂) is positive definite and proper, it follows from (47) and La Salle’s invariance
principle that all the bounded trajectories of the closed-loop system approach the largest

invariant set contained in
{

(ξ[n], Θ̂) : V̇n = 0
}

. Hence, limt→∞ ξ[n](t) = 0. This, com-

bined with (21) with k = n, implies limt→∞ x[n](t) = 0. Moreover, note that Vn(·) is
positive definite with Vn(0) = 0. It follows from (46) that

∫ t

0

|y(s)|2p1 ds ≤ γ2
∫ t

0

‖w‖2 ds, ∀t ≥ 0, when x(0) = 0.

This completes the proof of the theorem.

The proof of Theorem 3.1 is constructive, thus the design procedure of the adaptive
controller solving the ARADD problem is actually given. When w = 0 and fi(xi) = 0,
i ∈ I[1, n], it is easy to check that Theorem 3.1 recovers the global stabilization results
obtained in [24]. In addition, for the case of linearly parameterized systems we have the
following corollary from Theorem 3.1.

Corollary 3.1 Consider the power integrator triangular system (1) in which
φi(x[i], θ) = φi(x[i])θ. If Assumptions A1–A3 hold and

φi(x[i]) ≤ γi(x[i])
∑i

j=1
|xj |

pi , i ∈ I[1, n],

then the ARADD problem is solvable by the one-dimensional smooth adaptive controller
(4).

According to the result in [22], for linearly parameterized system (1) with s-
dimensional unknown parameter θ, the designed adaptive controller is s-dimensional.
However, the results presented in this paper indicate that the global adaptive regu-
lation with almost disturbance decoupling for systems (1) is achievable by a smooth
one-dimensional adaptive controller, no matter how big the number of unknown param-
eters is. This shows the minimum-order property of the proposed adaptive controller
controller.
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4 An Illustrative Example

Consider the following high-order planar nonlinear system











ẋ1 = x32 +
θx3

1

1+(σx2)
2 + w,

ẋ2 = u3,
y = x1,

,

where θ and σ are the unknown parameters and w is the disturbance. For this system,
one has

p1 = p2 = 3, f1 = f2 = 0, g1 = 1, g2 = 0, φ1 (x) =
θx31

1 + (σx2)
2 .

By letting

α1 = α2 = 0, ϕ1 = 1, ϕ2 = 0, β1 = |θ| ,

it is easy to check that Assumptions A1-A4 are satisfied since

|φ1 (x)| =

∣

∣

∣

∣

∣

θx31

1 + (σx2)
2

∣

∣

∣

∣

∣

≤ |θ| |x1|
3
.

In addition, it is easily obtained that Θ = |θ| and γ1 = 1.
Define V1 = 1

4x
4
1 +

1
2 Θ̃

2. Then one has

V̇1 = x31ẋ1 + Θ̃ ˙̃Θ

= x31

(

x32 +
θx31

1 + (σx2)
2 + w

)

− Θ̃
˙̂
Θ

≤ x31x
3
2 + x61

(

Θ̂ + Θ̃
)

+ |x1|
3
|w| − Θ̃

˙̂
Θ

≤ x31x
3
2 + x61

(

Θ̂ + Θ̃
)

+
x61
4β

+ βw2 − Θ̃
˙̂
Θ

≤ x31x
3
2 + x61

(√

1 + Θ̂2 +
1

4β
+ 1

)

− x61 + β |w|
2
+
(

x61 −
˙̂
Θ
)

Θ̃.

Let ρ1 =
√

1 + Θ̂2 + 1
4β + 1, Ψ1 = x61, ρ0 = 1. Then one can obtian

V̇1 + y6 − βw2 ≤ x31x
3
2 + x61ρ1 +

(

Ψ1 −
˙̂
Θ
)

Θ̃.

By choosing x∗2 = −x1 (2 + ρ1)
1/3 , one can further obtain

V̇1 + y6 − βw2 ≤ −2x61 + x31
(

x22 − x∗22
)

+
(

Ψ1 −
˙̂
Θ
)

Θ̃.

Define ξ2 = x2 − x∗2. Then it is derived that

ξ̇2 = ẋ2 − ẋ∗2 = u3 −
∂x∗2
∂x1

ẋ1 −
∂x∗2

∂Θ̂

˙̂
Θ = u3 +∆2 +Φ2 +G2w − ω2

˙̂
Θ,
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where

∆2 = −
∂x∗2
∂x1

(ξ2 + x∗2)
3
, Φ2 = −

∂x∗2
∂x1

θx31

1 + (σx2)
2 , G2 = −

∂x∗2
∂x1

, ω2 = −
∂x∗2

∂Θ̂
.

By defining V2 = V1 +
1
4ξ

4
2 , one has

V̇2 + y6 − 2βw2

= V̇1 + y6 − βw2 − βw2 + ξ32 ξ̇2

≤ −2x61 + x31
(

x32 − x∗32
)

+
(

Ψ1 −
˙̂
Θ
)

Θ̃− βw2

+ ξ32u
3 + ξ32∆2 + ξ32Φ2 + ξ32G2w − ξ32ω2

˙̂
Θ

≤ −2x61 +
∣

∣x31
(

x32 − x∗32
)∣

∣+
(

Ψ1 −
˙̂
Θ
)

Θ̃− βw2

+ ξ32u
3 +

∣

∣ξ32∆2

∣

∣+
∣

∣ξ32Φ2

∣

∣+
∣

∣ξ32G2w
∣

∣ +
∣

∣

∣
ξ32ω2

˙̂
Θ
∣

∣

∣
.

Simple computations yield

|∆2| =

∣

∣

∣

∣

∂x∗2
∂x1

(ξ2 + x∗2)
3

∣

∣

∣

∣

=

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

∣

∣ξ32 + x∗32 + 3ξ22x
∗

2 + 3ξ2x
∗2
2

∣

∣

≤

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

(

|ξ2|
3 + |x∗2|

3 + 3 |ξ2|
2 |x∗2|+ 3 |ξ2| |x

∗

2|
2
)

≤

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

(

4 |ξ2|
3
+ 4 |x∗2|

3
)

≤ 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

(

|ξ2|
3 + |x1|

3
)

,

|Φ2| =

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

∣

∣

∣

∣

∣

θx31

1 + (σx2)
2

∣

∣

∣

∣

∣

≤ |x1|
3

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

Θ,

∣

∣∆2ξ
3
2

∣

∣ ≤ 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

(

|ξ2|
3
+ |x1|

3
)

|ξ2|
3

≤ 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

ξ62 + 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

|x1|
3 |ξ2|

3

≤ ρ̌2ξ
6
2 +

1

6
x61,

with

ρ̌2 = 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

+ 24 (2 + ρ1)
2

(

∂x∗2
∂x1

)2

,
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∣

∣Φ2ξ
3
2

∣

∣ ≤ |ξ2|
3
|x1|

3

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

Θ

≤





x61

3
(

1 + Θ̂2
) +

3

4

(

∂x∗2
∂x1

)2
(

1 + Θ̂2
)

ξ62



Θ

≤

(

x61
6

+ ρ̄2

√

1 + Θ̂2ξ62

)

+





x61

3
(

1 + Θ̂2
) + ρ̄2ξ

6
2



 Θ̃,

with

ρ̄2 =
3

4

(

∂x∗2
∂x1

)2
(

1 + Θ̂2
)

,

∣

∣x31
(

x32 − x∗32
)∣

∣

=
∣

∣

∣
x31

[

(ξ2 + x∗2)
3 − x∗32

]∣

∣

∣

≤ |x1|
3
|ξ2|

(

5

2
ξ22 +

9

2
x∗22

)

=
5

2
|x1|

3
|ξ2|

3
+

9

2
|x1|

5
|ξ2| (2 + ρ1)

2/3

=
1

6
x61 + ρ̃2ξ

6
2 ,

with

ρ̃2 =
75

4
+

15

64
95 (2 + ρ1)

4
,

∣

∣ξ32G2w
∣

∣ =

∣

∣

∣

∣

ξ32
∂x∗2
∂x1

∣

∣

∣

∣

|w| ≤
1

4β

(

∂x∗2
∂x1

)2

ξ62 + βw2.

As a result, one has

V̇2 + y6 − 2βw2

≤−
3

2
x61 +

[

ρ̃2 + ρ̌2 + ρ̄2

√

1 + Θ̂2 +
1

4β

(

∂x∗2
∂x1

)2
]

ξ62

+

∣

∣

∣

∣

ξ32
∂x∗2

∂Θ̂

˙̂
Θ

∣

∣

∣

∣

+ u3ξ32 +
(

Ψ2 −
˙̂
Θ
)

Θ̃,

with

Ψ2 = x61 +
x61

3
(

1 + Θ̂2
) + ρ̄2ξ

6
2 .
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Choose
˙̂
Θ = Ψ2. Then one has

∣

∣

∣

∣

ξ32
∂x∗2

∂Θ̂

˙̂
Θ

∣

∣

∣

∣

=
∣

∣ξ32
∣

∣

∣

∣

∣

∣

∂x∗2

∂Θ̂

∣

∣

∣

∣



x61 +
x61

3
(

1 + Θ̂2
) + ρ̄2ξ

6
2





≤

(

4

3

∣

∣

∣

∣

∂x∗2

∂Θ̂

∣

∣

∣

∣

|x1|
3

)

|x1|
3 |ξ2|

3 + ρ̄2

∣

∣

∣

∣

∂x∗2

∂Θ̂

∣

∣

∣

∣

|ξ2|
3 |ξ2|

6

≤
1

2

(

4

3

∣

∣

∣

∣

∂x∗2

∂Θ̂

∣

∣

∣

∣

|x1|
3

)2

ξ62 +
1

2
x61 +

1

4
ρ̄2

[

(

∂x∗2

∂Θ̂

)2

+ 1

]

(

ξ62 + 1
)

ξ62

≤ ρ̂2ξ
6
2 +

1

2
x61

with

ρ̂2 =
8

9

(

∂x∗2

∂Θ̂

)2

x61 +
1

4
ρ̄2

[

(

∂x∗2

∂Θ̂

)2

+ 1

]

(

ξ62 + 1
)

.

Sequentially,

V̇2 + y6 − 2βw2 ≤ −x61 +

[

ρ̃2 + ρ̌2 + ρ̄2

√

1 + Θ̂2 + ρ̂+
1

4β

(

∂x∗2
∂x1

)2
]

ξ62 + u3ξ32 .

Choose u = −ξ2 [1 + ρ2]
1/3 with ρ2 = ρ̃2 + ρ̌2 + ρ̄2

√

1 + Θ̂2 + ρ̂+ 1
4β

(

∂x∗

2

∂x1

)2

. Then it

is easily derived that V̇2 + y6 − 2βw2 ≤ −x61 − ξ62 .

Figure 1: Disturbance signal and output response.
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Figure 2: State response.

With the previous derivation, one can obtain the following control law

u = −ξ2 [1 + ρ2]
1/3 ,

ρ2 = ρ̃2 + ρ̌2 + ρ̄2

√

1 + Θ̂2 + ρ̂+
1

4β

(

∂x∗2
∂x1

)2

,

ρ̂2 =
8

9

(

∂x∗2

∂Θ̂

)2

x61 +
1

4
ρ̄2

[

(

∂x∗2

∂Θ̂

)2

+ 1

]

(

ξ62 + 1
)

,

ρ̄2 =
3

4

(

∂x∗2
∂x1

)2
(

1 + Θ̂2
)

,

ρ̌2 = 4 (2 + ρ1)

∣

∣

∣

∣

∂x∗2
∂x1

∣

∣

∣

∣

+ 24 (2 + ρ1)
2

(

∂x∗2
∂x1

)2

,

ρ̃2 =
75

4
+

15

64
95 (2 + ρ1)

4
,

ρ1 =

√

1 + Θ̂2 +
1

4β
+ 1,

x∗2 = −x1 (2 + ρ1)
1/3

,

∂x∗2
∂x1

= − (2 + ρ1)
1/3

,

∂x∗2

∂Θ̂
= −

x1
3

(2 + ρ1)
−2/3

(

1 + Θ̂2
)

−1/2

Θ̂,

˙̂
Θ = x61 +

x61

3
(

1 + Θ̂2
) + ρ̄2ξ

6
2 .
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Figures 1 and 2 give the simulation results of the resulstant closed-loop system under
the obtained control law.

5 Conclusion

For the class of power integrator lower triangular systems with nonlinear parametrization,
we formulated the problem of adaptive regulation with almost disturbance decoupling.
Under a set of growth conditions, an explicit design of the adaptive smooth controller
solving the ADD problem was provided. A significant feature of the obtained adaptive
dynamical compensator is its minimum-order property. The results of this paper exploit
a new application of the parameter separation technique proposed recently in [24].
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